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I. Objectives 
 
This is the final performance report for our grant entitled “Development and Simulation 
Studies of a Novel Electromagnetics Code”.  The main purpose of this research program is 
to develop novel simulation tools for the design and study of high-power microwave 
sources.  One of the most challenging aspects of high-power microwave source physics is 
understanding and correctly modeling the generation and subsequent effects of space-
charge fields in the source.  The accurate modeling of these fields is one of the key 
components of this research program.  Moreover, the subject of high-power microwave 
sources, as a whole, has been of great interest and value to the Air Force for many years.  
Hence, this research program is of great relevance for the Air Force.  
 
The research program has four facets: 
 

1. Develop novel theoretical/numerical tools for modeling electromagnetic fields 
due to space-charge dominated electron beams in high-power microwave sources 

2. Utilization of high-speed computational methods to maximize the computational 
efficiency of these algorithms 

3. Benchmarking of these codes to determine the accuracy of the numerical methods 
as well as to identify the primary errors which are present in the methods 

4. Training of graduate students in the techniques of theoretical/computational 
electromagnetics  

 
 
 



II. Status of Effort 
 

Within the past three years, we have made significant progress in our 
development/implementation/benchmarking of novel electromagnetic algorithms for use in 
high-power radiation source simulations.  Specifically, we have successfully developed a 
state-of-the-art space-charge solver that can be utilized to model space-charge fields due 
to high-current electron beams in either cylindrical or rectangular waveguides.  Such a 
formalism is ideally suited for modeling the drift sections of klystrons and the interaction 
regions of free electron lasers. This formalism is based on a time-dependent Green’s 
function method, and has the primary advantage that it is dispersion free.  Dispersion 
errors are commonly found in grid based electromagnetic solvers, such as the Yee 
algorithm, and can contribute to unwanted errors in simulations, such as numerical 
Cherenkov radiation.  The reason why our method is dispersion free and does not suffer 
from these unwanted errors is because the Green’s functions are constructed from 
solutions to the Helmholtz equation.  Solutions of the Helmholtz wave equation have 
exactly the correct dispersion properties.  Hence, any linear combination of these 
solutions, such as the Green’s function, also has the correct dispersion properties.  An 
additional advantage of our method is that since the Green’s function is generated from 
delta function sources in time and space in the wave equation, it can be readily used to 
model the space-charge fields of arbitrarily small beam bunches.  This is ideal for modeling 
small electron bunch lengths in klystrons, or even microbunching instabilities which are 
commonly found in free-electron lasers.  

The two main challenging aspects of this work was the theoretical development of the 
Green’s function method and the computational requirements for running Green’s 
function based algorithms.  In the course of this research program, we have discovered 
that the Green’s function method, while extremely powerful for certain simplified 
conductor geometries, has the limitation that it is not apparent how to extend these 
methods to arbitrary conductor geometries.  During this research program, we were able 
to develop and implement Green’s function based schemes for circular and rectangular 
conductor pipe geometries.  This has led to a highly accurate description of space-charge 
effects in these geometries, which has applications to a variety of high-power microwave 
source problems, such as beam dynamics in drift sections of klystrons. However, the 
problem of how to extend Green’s function methods to conductor geometries, such as the 
A-6 magnetron, is still an open question.  The computational requirements for this 
scheme have also shown to be quite challenging.  Unlike in a typical grid based scheme 
which only utilizes the values of electric and magnetic fields, as well as charge density and 
current density, from the previous time step, the Green’s function method uses the values 
of fields and charge and current densities from all previous points in time.  These 
requirements lead to significant challenges on determining the optimum algorithm design. 

Our significant accomplishments have led to the publication of a paper in IEEE 
Transactions on Plasma Science entitled “Exact Space-Charge Field Solutions for 
Cylindrically Symmetric Beam Currents in a Circular Conductor Pipe”, the training of 
five graduate students in computational electromagnetics, and the completion of a Ph.D. 



thesis of one graduate student, Chong Shik Park.  Our specific scientific achievements 
include the development of space-charge field solvers for cylindrical and rectangular 
conductor geometries, and the benchmarking of these schemes.  We have also developed a 
parallelized version of the cylindrical field solver method using MPI (Message Passing 
Interface) scheme.  This enables our Green’s function based algorithms to operate over a 
large number of simultaneous processors.  Finally, we have also performed a novel 
calculation and initial numerical study of a dispersion free FEL (free-electron laser) model 
for beams in a rectangular waveguide.  We believe that this result may be of great interest 
to the Air Force for future FEL applications. 
 



III. Accomplishments/New Findings/Future Work 
 

Throughout the course of our research program, we have made a number of important 
accomplishments regarding the development and implementation of novel space-charge 
field solvers.  Our first major accomplishment was the theoretical development of the 
Green’s function based algorithm.  This work was largely outlined in our IEEE 
Transactions on Plasma Science publication in 2010, as well as Chong Shik Park’s Ph.D. 
thesis.  For a cylindrical conductor geometry, we were able to calculate the exact 
electromagnetic space-charge fields given an arbitrary cylindrically symmetric charge and 
current density, which satisfies the continuity equation.  This work is an enormous 
theoretical feat, since it required the derivation of space-charge fields from arbitrary 
sources, which is a highly nonlinear problem.  However, the beauty of this scheme is that 
by writing down the solution one can immediately implement it numerically to calculate 
the space-charge fields for a given charge and current density.     

We utilized this scheme to investigate the space-charge fields of a bunched beam in a 
pipe, which was undergoing radial oscillations.  These oscillations could be caused by a 
TM01 mode in the 1 GHz range having a characteristic transverse radial electric field of 14 
MV/m, which is interacting with the beam.  This calculation served two purposes, one it 
allowed us to explore the importance of fully electromagnetic space-charge field solvers 
versus electrostatic solvers, as well as to act as a benchmark between the electrostatic 
method and our electromagnetic Green’s function method.  

Figure 1 



Figure 1 shows plots of the normalized radial electric field versus a normalized radius 
for the Green’s function electromagnetic method (dotted) and a Green’s function based 
electrostatic method (solid), at different points during the radial beam oscillation, t=0, 
t=0.25T, t=0.50T, and t=0.75T, where T is the period of oscillation. Details of the 
electrostatic model and the numerical calculation are given in our IEEE paper, as well as 
C.S. Park’s Ph.D. thesis. We found for these parameters that the difference in 
electrostatic and electromagnetic space-charge methods can vary as much as 10%. This 
may be significant for problems involving space-charge dominated beam transport 
including high-current klystron beams in a drift section.   

As mentioned before, the Green’s function method has a significant challenge 
compared to other schemes, such as the Yee algorithm, in that it requires the calculation of 
integrals over charge and current densities for all previous time steps. This implies that 
for a large number of simulation time steps, 

! 

NT , the total computational time scales as 

! 

NT
2 .  In order to improve the computational efficiency of this scheme, we developed a 

Green’s function based algorithm which utilizes the Message Passing Interface (MPI) 
scheme.   

The MPI scheme enables one to distribute the computational problem over many 
processors.  The way we accomplished this is by implementing a grid into our code.  The 
only purpose for this grid is to keep an inventory of the charge and current densities for 
all time.  Since we are not solving the space-charge fields using a gridded algorithm, our 
code still maintains its dispersion free property.  Each processor is “responsible” for a 
certain range of cells in the longitudinal direction.  Specifically, each processor performs 
integrations over the charge and current densities in its range of cells.  Figure 2 shows a 
plot of the speed up of the algorithm using the MPI scheme as a function of the number 
of processors.  One can immediately see that we can achieve excellent performance with 
the MPI scheme, and the effects of crosstalk between processors does not seem to be a 
major limitation for our algorithm. 

 
Figure 2 



In addition, we have also recently tested the usage of Green’s function based space-
charge field solvers for modeling free electron laser systems within a rectangular 
waveguide structure.  Specifically, we have developed a model for electron beam motion 
through an undulator magnet, and used our dispersion free methodology to calculate the 
space-charge fields within the beam.  Figure 3 shows a simulation plot of the space-charge 
electric field in the x-direction for a highly relativistic electron beam moving in the z-
direction with an energy of 17.5 GeV, a bunch charge of 1.0 nC, a bunch length of 25µm, 
and a transverse emittance of 1.4 mm-mrad.  The undulator magnet has a maximum 
magnetic field of 1.0 T and an undulator period of 35.6 mm.   Although these initial code 
test parameters are associated with the design of a future X-ray FEL, such as the 
European XFEL experiment, it is straightforward to modify the parameters in our 
formalism to model millimeter wavelengths that are more pertinent to the Air Force. The 
space-charge field is plotted in the beam rest frame as a function of normalized x and z.  
Utilizing our dispersion free scheme, we are able to obtain highly accurate space-charge 
field calculations for FEL systems.  This may prove very useful for future Air Force free 
electron laser design studies.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 
 
Finally, our research group has successfully utilized this project for the training of 

graduate students at Indiana University.  This project has supported Chong Shik Park, 
who recently received his Ph.D. in 2009, Vivek Krishna, who received his M.S. degree in 
computer science, Abhijeet Kodgire who was a computer science student, Adarsh Yoga, 
who received his M.S. in computer science, and Rohith Goparaju, who received his M.S. 



in computer science.  Dr. Park was heavily involved in the development of the dispersion 
free theoretical methods and numerical implementation of these methods.  Mr. Krishna 
was primarily involved in developing the grid-based algorithm for tracking beam charge 
and current densities while simultaneously utilizing our dispersion free methodology for 
computing the space-charge fields.  A short time after Dr. Park and Mr. Krishna 
graduated we again utilized this grant to begin supporting two exceptional computer 
science graduate students, namely Adarsh Yoga and Abhijeet Kodgire.  Mr. Yoga was 
responsible for benchmarking our dispersion free methods against a finite-difference-time-
domain (Yee) method.  Mr. Kodgire was responsible for implementing the MPI 
framework within the existing grid-based algorithm.  Mr. Kodgire left our group in 
September 2010, and in January 2011, we began supporting Rohith Goparaju.  Mr. 
Goparaju was responsible for completing the MPI implementation of our code. 

 



IV. Personnel Supported  
 
Each year this grant has included funding for one faculty member (M.Hess) for two 
months summer salary, as well as two graduate students, with stipend and fee remission. 
One graduate student supported by this grant, Chong Shik Park, has recently graduated 
with a Ph.D. in physics at Indiana University. Dr. Park was funded at the start of phase 1 
on this grant until May 2010.  Another graduate student supported by this grant, Vivek 
Krishna, has graduated with a M. S. degree in computer science.  Mr. Krishna had been 
funded since the start date of Phase 2 of this grant, i.e. Jan. 1, 2009, and his support ended 
on May 2010.  In May 2010, two additional graduate students in the computer science 
department were supported by this grant, Adarsh Yoga and Abhijeet Kodgire.  In 
September 2010, Mr. Kodgire’s support ended on this grant.  In January 2011, another 
computer science student, Rohith Goparaju, was added to this grant.  Mr. Yoga and Mr. 
Goparaju’s support from this grant ended on May 2011. 
 
 
 
 



V. Publications 
 
Peer Reviewed Journals 
M. Hess and C. S. Park, “Exact Space-Charge Field Solutions for Cylindrically 
Symmetric Beam Currents in a Circular Conductor Pipe”, IEEE Trans. Plasma Sci., 38, 
pp. 1584-1591, 2010 
 
 
Thesis 
C.S. Park, “Investigations of Electromagnetic Space-Charge Effects in Beam Physics”, 
Indiana University, Ph.D. Thesis 2009. 
 



VI. Interactions/Transitions 
 
a.  
 
Talks: 
 
M. Hess and C.S. Park, “Three-dimensional Space-Charge Modeling of Intense Beams in 
a Circular Conducting Pipe”, APS Division of Plasma Physics Meeting 2009. 
 
M. Hess and C.S. Park, “Simulating Space-Charge Physics of High-Current Beams with a 
Green's Function Approach”, APS Division of Plasma Physics Meeting 2008. 
 
Poster: 
M. Hess, A. Yoga, R. Goparaju, V. Krishna, A. Kodgire, and C.S. Park, “Development 
and Benchmarking of a Novel Grid Based Space-Charge Field Solver”, International 
Conference on Plasma Science 2011. 
 
M. Hess, C.S. Park, V. Krishna, and A. Kodgire, "A Dispersion Free Method for 
Modeling Space-Charge Physics in a Circular Pipe", International Conference on Plasma 
Science 2010.   
 
M. Hess, “A Dispersion Free Methodology for Modeling Intense Charged Particle 
Beams”, APS Division of Plasma Physics Meeting 2010. 
 
M. Hess and C.S. Park “A Dispersion Free Three-Dimensional Space-Charge Modeling 
Method”, Particle Accelerator Conference 2009. 
 

 
b. There were no consultative or advisory functions to other laboratories or agencies  
      performed. 
 
c.  There were no technology assists, transitions, or transfers performed. 



VII. New Discoveries / Inventions / Patent Disclosures 
 
None.



VIII. Honors/Awards 
 
None. 
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Investigations of Electromagnetic

Space-Charge Effects in Beam Physics

In order to achieve high quality charged particle beams for electron sources, such

as rf photoinjectors, and high-power microwave sources, such as klystrons, the effects

of space-charge need to be addressed. In these systems, the beam energy is relatively

low while the beam charge is relatively high leading to important space-charge physics.

While there have been a number of previous works which have analyzed the physics

of space-charge, most of these studies have looked at the problem assuming that

the space-charge physics was either purely electrostatic so that analytical techniques

could be applied or fully electromagnetic using only computational methods, such

as the Yee-PIC algorithm, for simulating these effects. The present study is unique

in that it incorporates novel theoretical techniques using time-dependent Green’s

functions for computing the fields and modeling the space-charge physics analytically

and numerically.

This work presents the calculations of time-dependent electromagnetic space-

charge fields for a perfectly conducting pipe with and without a cathode. Using

a Lorenz gauge formalism within Maxwell’s equations, the beam space-charge fields

are computed from a time-dependent Green’s function method. In this method, the

correct conductor boundary conditions are implemented such that the effects of image

charges and image currents due to the cathode and cavity walls are included.

In order to simulate the beam dynamics and electromagnetic space-charge effects

in the rf photocathode gun, a new code called IRPSS (Indiana Rf Photocathode

Source Simulator), has been developed. The results of IRPSS are compared with
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the important numerical challenges and computational limits which we have analyzed
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perimental beam loss measurement performed on the Argonne Wakefield Accelerator

rf photocathode gun.

We also show how the code can be extended to include important physics for

beams with non-negligible transverse currents, such as those found in high-power

microwave sources.
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Chapter 1

Introduction

In most of electron accelerator systems, such as FELs (Free Electron Laser) [1, 2]

and Colliders [3, 4], the high “quality” electron beam has been critically required.

For example, the FEL needs an electron beam with a short wavelength and dense

phasespace density to generate coherent radiation sources. In the high energy physics

area, the e+e− colliders demand a high number of possible events at IPs (Interaction

Points). In these applications, it is very important to achieve a bunched beam to a

small spot size, i.e., high quality beam.

The beam quality can be described in various ways, however, the beam “bright-

ness” is a figure of merit to measure the beam quality for the electron beam. Qual-

itatively, the brightness is a measure of the ability of a beam to be focused in 6-

dimensional phasespace. The brightness of the beam, B, is defined as the density of

particles in the 6-D phasespace [5]:

B =
spectral flux of the beam

transverse phasespace area
=

2Ipeak

ǫn,xǫn,y
, (1.1)

where Ipeak is the peak current of the beam, and ǫn,x and ǫn,y is the normalized

transverse emittances. Eqn. (1.1) tells us that the larger peak current and the lower

emittances of the beam, the higher the beam brightness could be achieved.
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The emittance in Eqn. (1.1) is the area occupied by the beam distribution in each

transverse phasespace plane. These show how the beam is focused in that plane. The

term, normalized, includes the information of the beam’s energy. The normalized

beam emittance, for example in the horizontal direction, is given by

ǫn,x = βγǫx (1.2)

where β = v/c, γ is the relativistic Lorentz factor. Eqn. (1.3) shows the normalized

rms emittance. which is used more often since it can provide the information of the

beam regardless of the particle’s distribution [6].

ǫrms
n,x =

√

〈x2〉〈x′2〉 − 〈xx′〉2. (1.3)

The FEL is a coherent radiation source driven by an electron beam. In the FEL,

the electron beam traverses a series of alternating magnets, such as a wiggler or un-

dulator, and radiates light at wavelengths depending on the electron’s energy, wiggler

period, and magnetic field. In order to get coherent radiation, the electron bunch

must be focused to a small spot size less than or equal to the radiation wavelength.

This requires that the transverse emittances of the beam must be small. For exam-

ple, SASE-FEL (Self Amplified Spontaneous Emission FEL) demands the normalized

emittance on the order of 2 mm-mrad, and the requirement for the brightness is

9× 1013 A/m2rad2 [7]. The 4th generation of X-ray light sources needs much smaller

emittances (< 0.1 mm-mrad) and much higher brightness (> 1017 A/m2rad2) [8].

In high energy and nuclear physics, accelerators have been very important tools

for verifying their theories and models. For example, the Standard Model has been

successfully proved by various experiments using particle colliders. There are com-

prehensive efforts to find the Higgs particle to complete this model. Current studies

believe that it requires higher than 100 GeV of center of mass energy. Recently, there

is international collaborative efforts to design and construct the ILC (International
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Linear Collider) at a center of mass energy of 0.5 ∼ 1 TeV [9]. This machine requires

that ǫn,x ≃ 10 mm-mrad, ǫn,y ≃ 0.02 mm-mrad, and B ≃ 1013 A/m2rad2. These

parameters are very challenging, and the design efforts are still progressing.

1.1 RF Photoinjector

Various electron sources are used to satisfy the requirements for parameters of ap-

plications. Usually, the rf photoinjectors are widely used to produce high-brightness

beams, since it can generate a bunched beam without the buncher or other bunching

devices and the electron beams are rapidly accelerating using the high accelerating

gradient due to the rf field. It also has an advantage of generating an initially small

emittance beam which is determined by the wavelength of the laser.

The rf photoinjector consists of three main parts, the photocathode, the laser

system, and rf cavities. The electron beams are generated by hitting the laser light

to the photocathode, and the they are accelerated by the rf electric fields. By using

the high gradient rf field, the beam is accelerated more rapidly than with a DC field.

The first rf gun was tested at Los Alamos [10], and it is now widely used in numerous

laboratories as electron sources.

The rf photoinjector is often times operated in a TM010 mode of a pillbox cavity,

and the fields in each cavity are out of phase by 180 degrees, i.e., π-mode. Figure 1.1

shows the schematic diagram of the rf photoinjector. The electron beam in the rf

photoinjector is accelerated under the influence of both rf and space-charge fields. In

general, space-charge fields can cause significant emittance growth. In many papers,

people have tried to analyze the space-charge effects in the rf photoinjector.

K.-J. Kim first studied the analytical calculations of effects due to rf and space-

charge fields in beam dynamics [11]. He presented that (1) the acceleration process

due to the rf field, (2) the effects of the rf acceleration on transverse dynamics, and
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Figure 1.1: Schematic diagram of the rf photoinjector. By exciting

the photocathode using the laser (green), the electron beam (red)

is emitted. The beam is accelerated by the rf field (black), which

is operating in a TM010 π-mode. The solenoid magnetic fields are

provided to reduce the emittance growth [12]
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(3) the transverse and longitudinal emittances resulting from the space-charge effects.

His analyses were done by deriving the energy scaling of the field components under

assumptions of a quasi-electrostatic approximation in the rest frame of the beam and

a 1/γ2 dependence of the space-charge force.

There is an another analytical approach to investigate the space-charge effects

called K-V envelope theory, which is named after its discovers, Kaphchinskij and

Vladimirskij [13]. Sacherer calculated the space-charge effects in the accelerator sys-

tem using K-V envelope theory [14]. This theory can predict the size of the beam with

both space-charge and external forces. The envelope analysis for the rf photoinjector

can be found in the paper of Serafini et al [15]. Although it can provide an excellent

description of the beam, however, it does not address the emittance growth resulting

from the z-dependence of the rf and space-charge fields, as well as wakefields, due to

the discontinuities of the cavity geometry.

1.2 Main Contributions of the Thesis

The fully analytical treatments of the electromagnetic space-charge fields in the rf

photoinjector have not been developed. Since the beam is emitted with low energy

and is accelerated to a relativistic energy in a few cm, its beam dynamics are strongly

affected by the space-charge fields. In this thesis, our goal is to investigate the space-

charge effects in beam systems. Specifically, we will focus on rf photoinjectors and

high-power microwave sources. The analytical and numerical solutions of electromag-

netic space-charge fields will be presented in the presence of a conducting wall and

flat cathode.

Many computational codes, such as PARMELA [16], ASTRA [18], TREDI [17],

and MAFIA [19], are capable of simulating the photoinjector. However, most of them

utilize Particle-In-Cell (PIC) methods to calculate the fields generated by the beam.
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In order to understand the motion of the beam in the photoinjector, we need to

be able to analyze the electromagnetic fields, since the space-charge fields strongly

depend on time. However, the PIC algorithms have limitations for analyzing the

space-charge fields. And there are unphysical effects, which arise in PIC codes, for

example, the numerical grid dispersion and numerical Cherenkov radiation [20, 21].

Numerous papers have studied space-charge effects in the rf photoinjector. For

example, E. Colby et al showed that the electrostatic space-charge induced beam

dynamics for a 10 psec bunch with a beam radius of 1 mm disagrees with elec-

tromagnetic calculations by 20% at locations which are a few centimeters from the

cathode [22]. These results were further verified by A. Candel et al which showed

these differences and found that the discrepancy can be larger at distances beyond

5 cm for the LCLS gun [23]. Other results, such as by J.-M. Dolique et al, suggest

the importance of the self-generated magnetic space-charge field in beam dynamics

within the rf gun, even for long bunch lengths, i.e., 100 psec [24]. Near the cathode,

one expects to find significant differences between electrostatic and electromagnetic

space-charge solvers. And a full investigation of these differences near the cathode is

important for a complete physics understanding of the rf gun.

There are several studies which analyzed the electromagnetic fields based on

Green’s function methods [25, 26, 21]. These references [25, 26] utilize the Fourier

k-space in the longitudinal direction and Bessel function expansion in the transverse

directions. They assumed that the beam has a uniform density and is accelerated

uniformly. But the uniform density beam is not entirely correct during the acceler-

ation process, and the beam is not accelerated uniformly since the rf field is varying

in time.

In an effort to improve the modeling capability in the rf photoinjector, we have de-

veloped the computational code, IRPSS (Indiana University RF Photoinjector Source

Simulator), for computing the electromagnetic space-charge fields based on Green’s
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function methods. This code calculates the electromagnetic space-charge potentials

and fields numerically.

In application for high-power microwave sources, an extended Green’s function

technique will be discussed in Chapter 5. This method will include the effect of

transverse currents of bunched charged particle beams. We have used our Green’s

function method to numerically simulate the space-charge field of a bunched electron

beam undergoing “radial breathing mode oscillations” which can occur in a high-

power klystron drift tube.

1.3 Outline of the Thesis

Chapter 2 will present the various numerical algorithms, which are capable of model-

ing the space-charge fields of the electron beam in the conducting cavity, especially,

the rf photoinjector. First, we will show the existing and mostly used algorithms,

such as SCHEFF, Lienard-Wiechert potentials, and Yee/PIC, for comparisons with

our work. As mentioned previously, another Green’s function approach from Salah

et al will be discussed.

Chapter 3 will show how to calculate the electromagnetic space-charge fields in

an arbitrary cross-section conducting pipe with longitudinal beam currents in the

presence of the cathode at z = 0, using Green’s function methods. For specific cases,

we will present examples of the circular pipe cross-section with longitudinal currents

and the rectangular pipe cross-section with arbitrary currents.

For the case of the circular pipe with longitudinal currents, which is an example of

the rf photoinjector, the simulation code, IRPSS, has been developed. In Chapter 3,

we will describe the computational requirements for the space-charge field calculations

using IRPSS. The benchmark study will be presented to check the validity of our

Green’s function technique and numerical implementations
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In Chapter 4, we apply Green’s function techniques to compute the space-charge

fields in the rf photoinjector. The parameters of the ANL AWA 1.3 GHz rf pho-

toinjector [27] are used for the simulation in this chapter. We will discuss how the

electromagnetic space-charge fields near the cathode are different from the electro-

static space-charge fields in time. With these space-charge fields, beam dynamics

simulations are conducted. Specifically, we will track the radial phasespaces for both

cases. We also describe the results of an experimental beam loss measurement which

attempts to distinguish the fully electromagnetic space-charge offsets in the longitu-

dinal direction from the electrostatic space-charge models.

Chapter 5 presents the space-charge field solutions in the presence of transverse

currents in circular conducting pipe, which were ignored in the previous chapter.

The electromagnetic fields are derived using the Bessel function series expansions

of charge and current densities and components of the space-charge fields. These

solutions can be also utilized for the rf photoinjector. As an example, we will see

how the space-charge fields are varying for a radially oscillating beam in a circular

conducting pipe.

Finally, in Chapter 6, we will conclude this dissertation work. And we will discuss

the future plan for improving our work.
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Chapter 2

Theoretical Space-Charge

Modeling

There have been numerous codes and methods developed to accurately compute the

space-charge effects in the accelerator system. Especially, in order to design the

rf photoinjector, PARMELA (Phase And Radial Motion in Electron Linear Accel-

erators) [16] is a workhorse code and is widely used for various examples. It can

simulate the beam dynamics within the external fields, such as the rf and solenoid

fields. However, it can only calculate space-charge fields electrostatically. TREDI

(Three-Dimensional Injectors) [17] is fully 3-dimensional simulation code for charge

particles in the electron source. The space-charge fields are computed using Lienard-

Wiechert potentials. PIC (particle-in-cell) is the one of the most commonly used

methods to simulate the beam dynamics, and fully electromagnetic PIC codes, such

as MAFIA [19], compute the space-charge fields in the arbitrary conducting bound-

aries by using grid based field solving methods, for example, Yee algorithm [28]. There

are also analytical approaches to compute space-charge fields directly from Maxwell’s

equations using either Lorenz or Coulomb gauge condition [25, 26]. In this chapter,
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we present commonly used existing space-charge algorithms, especially, for designing

the rf photoinjector system. And we briefly explain our space-charge algorithm.

2.1 Existing Space-Charge Algorithms

2.1.1 SCHEFF Algorithm (PARMELA and ASTRA)

PARMELA and ASTRA, which are widely used codes for modeling the rf photoin-

jector, use an electrostatic based space-charge field ring algorithm called SCHEFF

(Space CHarge EFFect) [29]. In PARMELA, the SCHEFF algorithm has two ver-

sions, SCHEFF (2D), and SPCH3d. In this present work, since we concentrate on

the cylindrically symmetric system, we will not discuss the SPCH3d code, which is

a 3-D PIC routine, and calculates the field solutions based on a convolution of the

charge density and the Green’s function of the potential [30]. There are also ad-

vanced modifications for the elliptically symmetric system [31]. The 2-dimensional

SCHEFF algorithm assumes that the system is azimuthally symmetric. The SCHEFF

algorithm breaks up the macro-particles, which are in the beam volume, into a set

of annular rings, and integrates trajectories of these rings through the fields using

the phase (time) as an independent variable. Figure 2.1 shows how these rings are

represented in the grid cells.

In order to include relativistic effects of accelerating beams in the SCHEFF al-

gorithm, the electrostatic space-charge fields are calculated with rings in the average

rest system of the bunch, and transformed back into the laboratory frame, again.

The electric components are calculated at each observation point by performing a

two-dimensional integration in (r, z space), where each element of integration is a

circular ring of charge that intersects the cell. The electric field components at the
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Figure 2.1: The SCHEFF method models the electron bunch (a)

as a collection of macro-particles, and (b) breaks into concentric

annular rings. Each ring is assumed to contain a uniform charge

distribution. (d) The ring can be described on a 2-d grid where each

cell is the intersection of a ring with a radial plane (constant θ) [31]
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rest frame can be expressed as [32],

Er(r, z) =
1

4πǫ0

Q

2πrb

2rb

r [z2 + (r + rb)2]1/2

[

K(k) − z2 − (r2 − r2
b )

z2 + (r + rb)2
E(k)

] (2.1a)

and

Ez(r, z) =
1

4πǫ0

Q

2πrb

4rbzE(k)

[z2 + (r + rb)2]1/2 [z2 + (r − rb)2]
, (2.1b)

where rb is the beam radius, Q is the bunch charge, k = [4rbr/(z
2 + (r + rb)

2]
1/2

and

K and E are the complete elliptical integrals of the first and second kind, respectively.

The size of the ring is scaled with the variation of the beam size to match the amount

of the charge in the each ring.

However, one can observe limitations in PARMELA as the SCHEFF subroutine

is used. First, since it assumes that the current density is zero in the beam rest

frame, it can only calculate the space-charge fields electrostatically, i.e., not includ-

ing time retardation effects. In PARMELA, particles are pushed by the external

rf and solenoids fields, which are computed from SUPERFISH and POISSON [33],

respectively, in the region where the beam travels. It takes into account the beam

space-charge fields induced by the real charge, as well as the image charge in the cath-

ode. A second limitation is that even though it can also include interactions between

the beam and the cavity walls, i.e., the wakefields, these fields cannot be computed

internally, but must be imported externally. A third limitation is that the radial force

generated from the azimuthal self-induced magnetic field Bθ is neglected. Moreover,

the accuracy in PARMELA are in question for low energies near the cathode for the

high brightness regime [31].
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2.1.2 Lienard-Wiechert Potentials (TREDI)

TREDI is a multi-purpose macro-particle 3D Monte Carlo code, which can handle the

electron beam in the various accelerator systems, such as rf photoinjectors, linacs, and

bending magnets [17]. The beam dynamics in TREDI is obtained by integrating the

Lorentz force law by means of a 4th order Runge-Kutta algorithm. The external fields

from rf cavities, solenoids, or bending magnets can be computed analytically, loaded

from external files, or evaluated from the on-axis fields using the series expansion.

The space-charge fields induced by the beam is calculated using Lienard-Wiechert

potentials [34], and are given by

E =
1

4πǫ0

n̂×
[(

n̂− ~β
)

× ~̇β
]

(

1 − ~β · n̂
)3

|R|
+

1

4πǫ0

(

n̂− ~β
)

[

1 −
∣

∣

∣

~β
∣

∣

∣

2
]

(

1 − ~β · n̂
)3

|R|2
(2.2a)

and

B =
1

c
n̂×E, (2.2b)

where R = |x − x′|, n̂ = R/ |R|, and these fields are calculated at the retarded time,

t′ = t− |R (t′)|
c

. (2.3)

Similar to PARMELA and ASTRA, TREDI assumes that the velocity of the

source particle does not change on a time scale comparable to the retarded time, and

the contribution of acceleration fields is negligible. Moreover, the fields are calculated

in the rest frame, and then are transformed to the laboratory frame using the Lorentz

transformation:

Elab = γErest, (2.4a)

and

Blab = ~β ×Elab. (2.4b)

However, these fields are computed in the presence of a flat cathode and in free-space,

i.e., there is no other conductor boundaries, such as cavity walls.
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2.1.3 Yee/PIC Method (MAFIA)

MAFIA utilizes the Yee/PIC method to model the electromagnetic space-charge fields

in the accelerator system [19]. The Yee algorithm is a FDTD (Finite-Difference

Time-Domain) method to solve Maxwell’s curl equations, and it has been widely

used to calculate the electromagnetic fields for numerous problems, such as antennas,

microwave circuits, and accelerator systems [28, 35].

In order to solve the time-dependent Maxwell’s curl equations,

∇×E = −∂B
∂t
, (2.5a)

and

∇× H = J +
∂D

∂t
, (2.5b)

for an isotropic medium, first, Eqn.(2.5) are written in the differential forms in

Cartesian coordinates as:
∂Bx

∂t
=
∂Ey

∂z
− ∂Ez

∂y
, (2.6a)

∂By

∂t
=
∂Ez

∂x
− ∂Ex

∂z
, (2.6b)

∂Bz

∂t
=
∂Ex

∂y
− ∂Ey

∂x
, (2.6c)

∂Dx

∂t
= −Jx +

∂Hz

∂y
− ∂Hy

∂z
, (2.6d)

∂Dy

∂t
= −Jy +

∂Hx

∂z
− ∂Hz

∂x
, (2.6e)

and
∂Dz

∂t
= −Jz +

∂Hy

∂x
− ∂Hx

∂y
. (2.6f)

In the Yee algorithm, the spatial coordinates (i, j, k) are defined as (i∆x, j∆y, k∆z),

where ∆x, ∆y, and ∆z are grid separations in Cartesian coordinates. And then, each

component of the electromagnetic fields in Eqn. (2.6) can be written as

F n(i, j, k) = F (i∆x, j∆y, k∆z, n∆t), (2.7)
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where F can be any of Ex, Ey, Ez, Bx, By, and Bz, ∆t is the time step, and n is

the time index. The differential equations, Eqn. (2.6), will be computed using central

differential approximations, for example,

∂F n(i, j, k)

∂x
=
F n(i+ 1/2, j, k) − F n(i− 1/2, j, k)

∆x
, (2.8a)

and
∂F n(i, j, k)

∂t
=
F n+1/2(i, j, k) − F n−1/2(i, j, k)

∆t
. (2.8b)

Since we are using the central difference approximations, Eqn. (2.8) has a second-

order accuracy in space and time.

The field components of E and B, in Eqn. (2.6) are spatially offset from one

another, as seen in Figure 2.2. In Figure 2.2, The secondary lattice edges (red)

connect centers of primary lattices (blue). The electric field components are constant

along the edges of the primary lattice and are parallel to the primary lattice, while the

magnetic field components are constant through the faces of the primary lattice. The

magnetic field components are constant along the edges of the secondary lattice and

are parallel to the secondary lattice, while the electric field components are constant

through the faces of the secondary lattice.

In addition, E and B are also offset in time by ∆t/2 using the leap-frog algo-

rithm [36]. These offsets leads that the change of E in time depends on the change of

B in space, and vice versa. Therefore, the new E in time can be calculated from the

old E in time and the spatial derivatives of B in the surrounding lattice. In a similar

fashion, the new B can be obtained.

In addition to the order of approximation of the discretization of the differential

equations, there are several other factors that impact the accuracy of the finite element

modeling. Since dimensions of the source are small, grid sizes of the cell must be

sufficiently small enough to resolve the wave propagation through the cell. This

requires large number of cells and consequently demands intensive computational
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Figure 2.2: Discretization of the system into cubes and the position

of field components on the grid.

resources. The FDTD method also suffers from numerical dispersion. The numerical

phase velocity of the electromagnetic wave induced by the beam can be slower than

the physical one. This implies that the particles can be traveling faster than the

electromagnetic radiation induced by themselves. Consequently, this violates the

causality condition and gives rise to numerical Cherenkov radiation [20].

2.2 Green’s Function Approaches

2.2.1 Mode Analysis and Series Expansions

There have been analytical approaches to solve the electromagnetic fields in a rf

photoinjector [25, 26], which are based on the Green’s function method. These ap-

proaches solve the Maxwell’s equation in the presence of the boundary conditions,

such as a cathode and the cavity walls, using two different gauge conditions. And the

cylindrical symmetry is used to simplify the problem. However, the reflection waves



2.2 Green’s Function Approaches 17

from the wall are excluded since the system assumes the cavity radius is much greater

than the beam radius.

First, the scalar and vector potentials are assumed to satisfy the “Lorenz gauge”

condition [25],

∇ · A +
1

c2
∂φ

∂t
= 0. (2.9)

Then, this implies the wave equations for potentials as:

(

∇2 − ∂2

∂t2

)

A = −µ0J, (2.10a)

and
(

∇2 − ∂2

∂t2

)

φ = − 1

ǫ0
ρ (2.10b)

The particular solutions of Eqn. (2.10a) can be found by using the series expansion

of A, then the coefficients of the expansion are calculated from the Fourier transfor-

mation in normal modes and the Green’s function method. And the general solution

is easily obtained from the homogeneous equation in Eqn. 2.10a. One can get the

scalar potential, φ, using the Lorenz gauge condition, in Eqn. (2.9).

Another approach utilizes the “Coulomb gauge” condition [26], ∇ · A = 0. This

yields the wave equations,

∇2φ = − 1

ǫ0
ρ, (2.11a)

and
(

∇2 − ∂2

∂t2

)

A = −µ0J +
1

c2
∂

∂t
(∇φ) (2.11b)

Eqn. (2.11) is solved by using the integral transform and Green’s function method.

These two techniques have advantages that it can be used to calculate the space-

charge fields to arbitrary accuracy for given beam charge and current densities when

there is a sufficient amount of eigenmode numbers and Fourier modes.
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2.2.2 Analytical Method with Green’s Function

Similar to the methods developed by Salah et al [25, 26], we have developed analytical

solutions to Maxwell’s equations for the rf photoinjector in the presence of boundary

conditions, such as the flat cathode and conducting cavity walls. The arbitrary longi-

tudinal current densities of the beam are assumed to be in axially boundary conditions

with an arbitrary cross-section. We find the electromagnetic space-charge potentials

and fields using the time-dependent Green’s function methods in Chapter 3.

The Green’s function methods explicitly include the causality condition, which is

important in the beam dynamics of the bunch head when the beam is emitted from

the cathode. And the time-retardation effect, which can be a delayed interaction

between the head and tail of the bunched beam, is also included. Since Green’s

functions are solutions to the wave equations with the delta function source, it is

possible to accurately compute the electromagnetic fields of the bunch with arbitrary

bunch length in the longitudinal direction. In addition, since the space-charge fields

using the Green’s function methods can be found everywhere in space and time, as

opposed to a grid based space-charge algorithm, this method has an advantage of

being dispersion free.

In Chapter 5, we will show the more general solution for the electromagnetic

fields in the pipe structure with a cylindrically symmetric beam when transverse

currents are present. Numerical implementations of our Green’s function approaches

for specific examples will be shown. Finally, in order to check the importance of the

electromagnetic effects in both cases, we also derive the electrostatic Green’s function

solutions. These will be discussed briefly in the following chapters.



Space-Charge Modeling of the RF Photoinjector 19

Chapter 3

Space-Charge Modeling of the RF

Photoinjector

3.1 Electromagnetic Space-Charge Potentials and

Fields

In order to model space-charge physics in the rf photoinjector, we simplify the geom-

etry of the system with a flat cathode which is located at z = 0 and a surrounding

conducting pipe of an arbitrary uniform cross section which is extended to infinity.

An electron source beam which is generated by a laser pulse consists of a charge

density ρ(r, t) and a current density J(r, t). Figure 3.1 shows the schematic view of

this system with the electron beam.

In this section, we will show the solutions of the electromagnetic space-charge

potentials and fields of the rf photoinjector system with an electron beam for two

specific cases. First, the solutions for the system with an arbitrary pipe cross section,

but with only longitudinal beam currents, i.e., J(r, t) = Jz(r, t)êz, will be shown. As

an application to the rf photoinjector, we will show the potentials and fields of the
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Figure 3.1: Schematic of an electron source showing a planar cath-

ode at z = 0, a surrounding pipe which has an arbitrary cross section

but is axially uniform for z > 0, and ac accelerating electron beam
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pipe with a circularly symmetric cross section. Second, we will present the solutions

for the pipe with a rectangular cross section by assuming arbitrary beam currents.

Although the system with a rectangular pipe cross section is only occasionally used

in electron sources, it has a theoretical interest since it is a fully solvable system

with arbitrary beam currents. The electromagnetic space-charge fields have not been

solved for the system with an arbitrary, uniform pipe cross section with arbitrary

beam currents. The calculations shown in this chapter have been outlined in our

paper [21]

In general, the beam in an accelerating structure has transverse current compo-

nents, as well as a longitudinal current component. But we note that the assumption

of the beam current being solely in the longitudinal direction is very good since trans-

verse currents will be typically small compared to the longitudinal current in the rf

photoinjector system. This approximation can be verified by comparing the ratio of

the transverse beam velocity to the longitudinal beam velocity. When the beam is

emitted from the cathode, the ratio of the beam velocity can be approximated by the

order of |v⊥/vz| ∼ |E⊥/Ez|. Each electric component consists of both the external rf

field and space-charge field induced by the beam itself.

For the ANL 1.3 GHz photoinjector [27], the longitudinal accelerating rf field is

the order of 25 ∼ 100 MV/m. The transverse rf field at the beam edge is about

3 % of the longitudinal electric field. Using the beam parameters, such as the bunch

charge Qb = 1 nC, the beam radius rb = 1 mm, and the bunch length lb = 3 psec,

the transverse space-charge electric field is less than 10 % of the rf field. As the beam

is accelerating by the rf field, the longitudinal velocity, vz, is reduced by a factor of

1/γ due to the relativistic effect, where γ is the relativistic Lorentz factor. Since

the velocity ratio is less than 10% for typical photoinjector systems, it is sufficient

to approximate the beam currents for electromagnetic field calculations as J(r, t) =

Jz(r, t)êz.



3.1 Electromagnetic Space-Charge Potentials and Fields 22

3.1.1 Arbitrary Pipe Cross-Section with Longitudinal Cur-

rents

We assume that the system has the cross section of an arbitrary pipe cross section with

the longitudinal beam currents, i.e., the current density is given by J(r, t) = Jz(r, t)êz.

For a given charge density ρ(r, t) and longitudinal current density Jz(r, t), the elec-

tromagnetic potentials, φ(r, t) and A(r, t) = Az(r, t)êz, yield the electromagnetic

space-charge fields, E(r, t) = −∇φ− ∂A/∂t and B(r, t) = ∇× A, and these can be

solved, i.e.,
(

∇2 − 1

c2
∂2

∂t2

)

φ(r, t) = −ρ(r, t)
ǫ0

, (3.1)

and
(

∇2 − 1

c2
∂2

∂t2

)

Az(r, t) = −µ0Jz(r, t). (3.2)

with the Lorenz gauge condition,

1

c2
∂φ

∂t
+ ∇ · A = 0. (3.3)

The beam charge and current densities satisfy the continuity equation,

∂ρ

∂t
+ ∇ · J = 0. (3.4)

In this system, the flat cathode and the pipe are perfect conducting boundaries,

and therefore the fields must satisfy the boundary conditions:

E(r, t) × n̂|surface = B(r, t) · n̂|surface = 0, (3.5)

where n̂ denotes the normal vector on the conductor surface. Eqn. (3.3) can be

satisfied by specifying the boundary conditions for the potentials to be:

φ|surface = 0, (3.6)

A × n̂|surface = Az|z>0
surface = 0, (3.7)
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and

(n̂ · ∇) (A · n̂)|surface =
∂A

∂z

∣

∣

∣

∣

z=0

surface

= 0. (3.8)

We note that Eqns. (3.6), and (3.7) yield the correct boundary conditions for the

fields, and Eqn. (3.8) is obtained from Eqns. (3.6), and (3.7) along with the gauge

condition in Eqn. (3.3).

The electromagnetic potentials may be written in terms of two electromagnetic

Greens functions Gφ (r, t; r′, t′) and Gz (r, t; r′, t′) as

φ (r, t) =
1

ǫ0

∫ t

−∞

∫

Gφ (r, t; r′, t′) ρ (r′, t′) d3r′dt′, (3.9a)

and

Az (r, t) = µ0

∫ t

−∞

∫

Gz (r, t; r′, t′) Jz (r′, t′) d3r′dt′, (3.9b)

where both Green’s functions satisfy the inhomogeneous wave equation with a delta

function source:
(

∇2 − 1

c2
∂2

∂t2

)

Gφ,z = −δ (r− r′) δ (t− t′) , (3.10)

but satisfy different boundary conditions:

Gφ|surface = 0, (3.11a)

Gz|z>0
surface = 0, (3.11b)

and
∂Gz

∂z

∣

∣

∣

∣

z=0

surface

= 0. (3.11c)

from the boundary conditions of φ and Az in Eqns. (3.6), (3.7), and (3.8). Here,

the unprimed coordinates in space and time indicate the field point, while the primed

coordinates are the source point.

Since the Green’s functions which are defined by Eqn. (3.10) are generated by

delta functions in both space and time, it is possible to calculate the electromagnetic
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potentials, and hence, the electromagnetic fields for given beam charge and current

densities as shown in Eqns. (3.9a) and (3.9b).

One can find the solutions toGφ,z from the homogeneous solutions of Eqn. (3.10) [37],

i.e.,

Gφ =
cΘ (t− t′)

2

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥) × [Γ− − Γ+] (3.12a)

and

Gz =
cΘ (t− t′)

2

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥) × [Γ− + Γ+] , (3.12b)

where r⊥ = r − zêz and r′⊥ = r′ − z′êz are transverse vectors, the normalized

eigenfunctions ψmn (r⊥) are the Dirichlet solutions of the transverse 2D Helmholtz

equation with eigenvalues k⊥mn, i.e.,

(

∇2 + k2
⊥mn

)

ψmn (r⊥) = 0, (3.13a)

ψmn (r⊥)|surf = 0, (3.13b)
∫

|ψmn (r⊥)|2 d2r⊥ = 1, (3.13c)

and

Γ± =
1

π

∫ ∞

−∞

dk
eik(z±z′) sin

[

c
√

k2
⊥mn + k2 (t− t′)

]

√

k2
⊥mn + k2

. (3.14)

The Green’s functions defined by the eigenfunction expansions in Eqns. (3.12a)

and (3.12b), as well as the associated Γ− and Γ+ defined by Eqn. (3.14), can be

readily obtained in the following manner. First, by using the fact that

Θ (t− t′)ψmn (r⊥) eikz {Cmn cos [ω (t− t′)] + Smn sin [ω (t− t′)]} (3.15)

forms a complete set of eigenfunctions which are solutions to the homogeneous 3D

Helmholtz equation, where Cmn and Smn are constants and ω = c
√

k2
⊥mn + k2, we

can express Gφ,z as a sum over these eigenfunctions. The factor Θ (t− t′) is included

to ensure causality. By inserting the expansion for Gφ,z into Eqn. (3.10) and then
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integrating both sides by
∫ t′+ǫ

t′−ǫ
dt in the limit ǫ → 0, it can be easily shown that

Cmn = 0 and Gφ,z and Γ⊥ are given by Eqns. (3.12a), (3.12b) and (3.14). To be

specific, the terms in Gφ,z corresponding to Γ+ yield an extra term proportional to

δ (z + z′) on the right-hand side of Eqn. (3.10). However, since z, z′ > 0, this term is

zero. The factor Γ+ in Eqns. (3.12a), and (3.12b) is necessary to satisfy the cathode

boundary conditions at z = 0 given by Eqns. (3.11a) and (3.11b). From a physical

point of view, Γ− and Γ+, represent the contributions of the real charge and image

charge (due to the cathode at z = 0), respectively, on the electromagnetic fields.

We note that the method of constructing Green’s functions from eigenfunctions is a

well-known method that is used extensively for solving non-homogeneous scalar wave

equations [37].

The integral in Eqn. (3.14) may be simplified [38] to

Γ⊥ = J0 (k⊥mnλ±) Θ
(

λ2
±

)

, (3.16)

where J0(x) is the zeroth order Besssel function of the first kind, Θ(x) is the Heaviside-

step function, and

λ2
± = c2 (t− t′)

2 − (z ± z′)
2
. (3.17)

Using Eqn. (3.4) and integration by parts, one can readily check that the solutions

given by Eqns (3.9), and (3.12) satisfy the Lorenz gauge condition. We note that

the factors Θ
(

λ2
−

)

and Θ
(

λ2
+

)

enforce a causality condition on the electromagnetic

waves emanating from the beam charge and induced image charges, respectively.

When analyzing the potentials near the front of the bunch, these factors allow for

rapid numerical convergence since only sources “sufficiently close” to the point of

observation need to be considered.

The electromagnetic fields E (r, t) and B (r, t) can be computed from the poten-

tials in Eqns. (3.9). In general, the electric field will have components in both the

longitudinal and transverse directions, but under the assumption of only longitudinal
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beam currents, the magnetic field will only have components in the transverse direc-

tions. The transverse electric and magnetic fields follow immediately from Eqns. (3.9),

and are given by

E⊥ = − c

2ǫ0

∑

mn

∇⊥ψmn (r⊥)

∫ t

−∞

∫

ψ′
mn (r′⊥) × [Γ− − Γ+] ρ (r′t′) d3r′dt′, (3.18)

and

B⊥ = −µ0

2

∑

mn

êz ×∇⊥ψmn (r⊥)

∫ t

−∞

∫

ψ′
mn (r′⊥) × [Γ− + Γ+] Jz (r′t′) d3r′dt′. (3.19)

The final solution to the electric field in the longitudinal direction requires a few

mathematical steps. To start,

Ez = − 1

ǫ0

∫ t

−∞

∫

d3r′dt′

[

∂Gφ

∂z
ρ+

1

c2
∂Gz

∂t
Jz

]

= − c

2ǫ0

∫

d2r′⊥
∑

mn

ψmn (r⊥)ψ′
mn (r′⊥)

∫ t

−∞

dt′

×
∫

dz′

[(

∂λ−
∂t

∂Γ−

∂λ−
− ∂λ+

∂t

∂Γ+

∂λ+

)

ρ+

(

∂λ−
∂t

∂Γ−

∂λ−
+
∂λ+

∂t

∂Γ+

∂λ+

)

Jz

c2

]

.

(3.20)

Then using the fact that dJ0(x)/dx = −J1(x),

dΘ
(

λ2
±

)

dλ±
= 2λ±δ

(

λ2
±

)

= λ±
δ [z′ ± (z + c(t− t′))] + δ [z′ ± (z − c(t− t′))]

|z ± z′| , (3.21)

and the completeness relation

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥) = δ (r⊥ − r′⊥) , (3.22)
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we can express the longitudinal electric field as

Ez =
c

2ǫ0

∫

d2r′⊥
∑

mn

k⊥mnψmn (r⊥)ψ′
mn (r′⊥)

∫ t

−∞

dt′

×
∫

dz′

{

Θ
(

λ2
−

)

λ−
J1 (k⊥mnλ−)

[

− (z − z′) ρ+
Jz (t− t′)

c

]

+
Θ
(

λ2
+

)

λ+
J1 (k⊥mnλ+)

[

− (z + z′) ρ+
Jz (t− t′)

c

]}

+
c

2ǫ0

∫ t

−∞

dt′

×
{

Θ [z − c (t− t′)] [ρ (r⊥, z − c (t− t′) , t′) − Jz (r⊥, z − c (t− t′) , t′) /c]

− Θ [z + c (t− t′)] [ρ (r⊥, z + c (t− t′) , t′) + Jz (r⊥, z + c (t− t′) , t′) /c]

− Θ [−z + c (t− t′)] [ρ (r⊥,−z + c (t− t′) , t′) + Jz (r⊥,−z + c (t− t′) , t′) /c]
}

.

(3.23)

We note that the step functions in the last integral term arise from the fact that

the delta functions in Eqn. (3.21) will only yield finite contributions after integration

in z′ when the zeros of the delta functions occur for z′ > 0. Since it is always true

that −z− c (t− t′) < 0, the term which is proportional to Θ [−z − c (t− t′)] does not

contribute to the last term in Eqn. (3.23).

3.1.2 Circular Pipe Cross-Section with Longitudinal Cur-

rents

For the special case of a circular pipe with radius a, the transverse eigenfunctions and

corresponding eigenvalues, which solve Eqns. (3.13), are given in cylindrical coordi-

nates by

ψmn (r⊥) =
1

a
√
π

Jm (jmnr/a) e
imθ

|Jm+1 (jmn)| , (3.24a)
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and

k⊥mn = jmn/a, (3.24b)

where Jm(x) is the mth order Bessel function and jmn is the nth positive root

of Jm(x). Hence, Eqns. (3.24), along with Eqns. (3.18), (3.19), and (3.23) yield a

complete description for computing the space-charge fields in a circular pipe with a

cathode at z = 0.

We should emphasize that cylindrical symmetry is only placed on the pipe, but

not on the charge and current distributions. Therefore, it is possible to use this

formulation to simulate the electromagnetic fields for arbitrary longitudinal beam

currents, such as those with dipole and quadrupole moments, within a cylindrical

pipe.

As a numerical example, we choose the parabolic beam in the transverse direction

with the zero-thickness in the longitudinal direction. The exact electromagnetic fields

are given by

Er(r, z, t) =
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) − J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

(3.25a)

Bθ(r, z, t) =
4cQµ0

πr̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) + J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

[

dẑ′′ (τ)

dτ

]

τ=τ ′

(3.25b)
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and

Ez =
4Q

πǫ0r̂
2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b

J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′

{

{

[ẑ − ẑ′′(τ ′)] − (τ − τ ′)

[

dẑ′′ (τ)

dτ

]

τ=τ ′

}

×
[

−j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) + 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

−
{

[ẑ + ẑ′′(τ ′)] + (τ − τ ′)

[

dẑ′′ (τ)

dτ

]

τ=τ ′

}

×
[

−j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) + 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

.

(3.25c)

In Eqn. (3.25), the spatial and temporal coordinates are normalized to express the

data of the gun in general make parameters dimensionless. The coordinates are

normalized by the radius of the rf cavity, a, such that r̂ = r/a, ẑ = z/a, and τ = ct/a,

where c is the speed of the light. And r̂b = rb/a is the beam radius, Q is the bunch

charge, and ˆz′′(τ) is the bunch location. The detailed derivation of these fields are in

the Appendix A.

Figures 3.2 and 3.3 show examples of field plots. The space-charge fields are

numerically computed with the parameters of BNL 2.856 GHz gun. Figure 3.2 shows

a 3D plot of Er vs. r and z. There are two distinguishing features in Figure 3.2: a

large pulse near z/a = 0.225, which is the bunch’s axial location and a second smaller

pulse with an outer edge at z/a = 0.25. The pulse at z/a = 0.225 represents the local

electric field generated by the beam, while the second pulse represents the initial

electromagnetic waves which were generated at t = 0 when the beam is emitted.

Since the time in Figure 3.2 is t = 0.25a/c, the point z/a = 0.25 corresponds to the

location of the causality condition, z = ct. From Figure 3.2, it is also seen that the

fields are zero when z > ct, which illustrates the effect of the causality condition.

Figure 3.3 shows a plot of Ez vs. r and z. Figure 3.3 shows similar features as
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Figure 3.2: Plots of Er vs. r and z, for t = 0.25a/c.

Figure 3.3: Plots of Ez vs. r and z, for t = 0.25a/c.
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Figure 3.2, namely, two pulses - one near the beam and one generated by the initial

waves due to bunch emission, i.e., the transient electromagnetic pulse due to the

transient radiations. The sharp discontinuity in the pulse near the beam is located

precisely at the bunch’s location, and denotes the point at which the sign of the

electric field changes.

3.1.3 Rectangular Pipe Cross-Section with Arbitrary Cur-

rents

In contrast to the previous example, the explicit solutions of the electromagnetic

space-charge potentials and fields to the rectangular pipe cross section with the ar-

bitrary beam currents can be easily found. In this system, the electron beam has

transverse currents as well as the longitudinal currents, i.e., J(r, t) = Jx(r, t)êx +

Jy(r, t)êy + Jz(r, t)êz.

As in the previous case, the electromagnetic potentials φ (r, t) and A (r, t), may

be solved in the Lorenz gauge. The difference in this case, however, is that A (r, t)

will also have transverse components instead of only the longitudinal component. For

ρ (r, t) and J (r, t) which satisfy the continuity equation, Eqn. (3.4), the potentials

are given by
(

∇2 − 1

c2
∂2

∂t2

)

φ(r, t) = −ρ(r, t)
ǫ0

, (3.26a)

and
(

∇2 − 1

c2
∂2

∂t2

)

A (r, t) = −µ0J(r, t), (3.26b)

and satisfy the boundary conditions listed in Eqns. (3.6), (3.7), and (3.8).

Similar to the previous case, the solutions to the electromagnetic potentials can

be expressed in terms of four time-dependent Green’s functions, which we denote by
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Gi (r, t; r
′, t′), where i = φ, x, y, and z. The potentials are given by

φ (r, t) =
1

ǫ0

∫ t

−∞

∫

Gφ (r, t; r′, t′) ρ (r′, t′) d3r′dt′, (3.27a)

and

Aα (r, t) = µ0

∫ t

−∞

∫

Gα (r, t; r′, t′) Jα (r′, t′) d3r′dt′, (3.27b)

where α = x, y, and z. All four Green’s functions satisfy the differential equation

(

∇2 − 1

c2
∂2

∂t2

)

Gi = −δ (r − r′) δ (t− t′) , (3.28)

From the boundary conditions as in Eqns. (3.6), (3.7), and (3.8), the Green’s

functions are subject to the following conditions, namely

Gφ|surf = 0, (3.29a)

Gx|y=0,y=W =
∂Gx

∂x

∣

∣

∣

∣

x=0,x=L

= 0, (3.29b)

Gy|x=0,x=L =
∂Gy

∂y

∣

∣

∣

∣

y=0,y=W

= 0, (3.29c)

Gz|x=0,x=L
y=0,y=W =

∂Gz

∂z

∣

∣

∣

∣

z=0

= 0, (3.29d)

as we specify the sides of the pipe by x = 0, x = L, y = 0, and y = W .

The solutions to Gi can be readily constructed in a fashion similar to the previous

case, i.e.,

Gφ =
2c

LW

∞
∑

m=1

∞
∑

n=1

sin
(mπx

L

)

sin

(

mπx′

L

)

sin
(nπy

W

)

sin

(

nπy′

W

)

[Γ− − Γ+] ,

(3.30a)

Gx =
2c

LW

∞
∑

m=1

∞
∑

n=1

cos
(mπx

L

)

cos

(

mπx′

L

)

sin
(nπy

W

)

sin

(

nπy′

W

)

[Γ− − Γ+] ,

(3.30b)

Gy =
2c

LW

∞
∑

m=1

∞
∑

n=1

sin
(mπx

L

)

sin

(

mπx′

L

)

cos
(nπy

W

)

cos

(

nπy′

W

)

[Γ− − Γ+] ,

(3.30c)
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Gz =
2c

LW

∞
∑

m=1

∞
∑

n=1

sin
(mπx

L

)

sin

(

mπx′

L

)

sin
(nπy

W

)

sin

(

nπy′

W

)

[Γ− + Γ+] .

(3.30d)

where

k⊥mn =

√

(mπ

L

)2

+
(nπ

W

)2

. (3.31)

The reason why it is relatively straightforward to construct the potential solutions

in this geometry for arbitrary beam currents as opposed to a general curvilinear pipe,

such as a circular pipe, is due to two reasons. First, in the rectangular case for which

it is appropriate to utilize Cartesian coordinates, Eqn. (3.26b) can be separated into

three component equations. In these equations, there is no coupling between the two

transverse directions, i.e., Jx generates Ax but not Ay, and vice versa. This is not

the case, however, in general curvilinear coordinates, in which both Ar and Aθ are

generated when either Jr or Jθ are present.

Second, in order to satisfy the Lorenz gauge condition with the potentials, it is nec-

essary to change the order of differentiation in the eigenfunctions from unprimed(field)

coordinates to primed(source) coordinates using integration by parts, and then to ex-

ploit the continuity equation. This was readily accomplished for longitudinal currents

when the eigenfunctions in the longitudinal direction and in time are sinusoidal as

in Eqn. (3.14). Since the transverse eigenfunctions for the rectangular case are also

given by sinusoidal functions, the gauge condition can be readily satisfied for the

transverse potentials as well.
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3.2 Numerical Implementation

3.2.1 Development of IRPSS Code

We develop the computational code, IRPSS (Indiana University Rf Photoinjector

Source Simulator), for computing the electromagnetic space-charge fields. IRPSS is

capable of solving the space-charge fields with Green’s function methods numerically.

We assume that the system is cylindrically symmetric, so that we can use the

results of the previous section. We also assume that the beam is moving through the

prescribed trajectory, which is calculated with the presence of the external rf field,

Erf
z = Erf

0 cos(kz) sin(ωt+ ϕ), (3.32)

where E0 is the peak rf electric field, ω is the rf frequency, and ϕ is the injection rf

phase [39]. This implies that there is only the longitudinal beam currents. Hence-

forth, the electromagnetic space-charge fields are computed for the bunch with the

prescribed trajectory.

The numerical examples in this work are using the parameters of the two rf pho-

toinjectors, which are the BNL 2.856 GHz and the ANL AWA 1.3 GHz guns. The

main gun parameters are given in the Table 3.1.

The distribution of the bunched beam can be generalized to several types of dis-

tribution functions, such as parabolic, Gaussian, and waterbag in 3-dimensional di-

rections. In particular, the charged particle beam distribution in the rf photoinjector

has a short bunch length, which is much smaller than the transverse coordinates of

the beam. First, we assume that the beam has the finite transverse size with the zero

thickness in the longitudinal direction, and then the bunched beam consists of many

sliced (zero thickness) beams. The multi-sliced bunched beam will be discussed in

the following Section.
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BNL ANL

rf frequency (GHz) 2.856 1.3

peak rf field (MV/m) 100 25 ∼ 77

rf injection phase (deg) 68 65

radius of the cavity (m) 0.04111 0.0908

radius of the beam (mm) 1 1

charge of the beam (nC) 1 1

Table 3.1: The rf photoinjector beam parameters of the BNL 2.856

GHz and the ANL AWA 1.3 GHz guns

The space-charge fields are determined by the beam profile, which must be up-

dated at each time step of simulations. In this work, we restrict that the beam density

function is not changed with time and uncoupled between the longitudinal and trans-

verse coordinates, then it can be separated into longitudinal- and time-dependent

parts and a transverse-dependent one. To simplify the problem, we assume that there

is no transverse motion. Using the completeness of the transverse eigenfunctions, the

beam density function can be expanded in terms of the transverse eigenfunctions,

ψmn(r⊥), i.e.,

ρ(r, t) =
∑

m,n

ρmn(z, t)ψmn(r⊥) (3.33)

where ρmn(z, t) are the expansion coefficients, which depend on the longitudinal co-

ordinates and time, m and n are mode numbers of transverse eigenfunctions, and r⊥

is the transverse coordinates. From Eqn. (3.33), there needs to be enough transverse

eigenmodes in order to resolve the transverse profile of the fields. The eigenfunction,

ψmn(r⊥), is determined by the given transverse beam distribution.
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For the cylindrically symmetric beam, the azimuthal mode number, m, is zero,

hence, only the radial eigenmode number is important for the expansion. For this

cylindrical beam configuration, the eigenfunctions can be simply expressed as

ψ0n(r⊥) =
1

a
√
π

J0(j0nr/a)

|J1(j0n)| (3.34)

where j0n is the nth root of the zeroth order Bessel function. In the following sections,

we will use the radially parabolic shape of the beam distribution:

ρ(r, t) =
2Q

πr2
b

Θ(rb − r)

(

1 − r2

r2
b

)

δ[z − z′′(t)] (3.35)

This function has no azimuthal dependence, i.e., it is cylindrically symmetric. The

delta function indicates the beam has zero thickness in the longitudinal direction.

z′′(t) contains the trajectory information of the charge, the beam has total charge of

Q. Therefore, the beam distribution function can be expanded as

ρ(r, t) =
8Q

πr2
b

∑

n

J0(j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0nrb/a
J1(j0nrb/a) − J0(j0nrb/a)

]

δ[z − z′′(t)] (3.36)

The Eqn. (3.36) is very similar to the our Green’s function solution of the transverse

electromagnetic fields with the given density function, Eqn. (3.33).

Figures 3.4 shows plots of the radial beam density distribution for different eigen-

mode summations with two different sizes of the beam radius, rb/a = 0.02433 and

0.5. By comparing two Figures 3.4(a) and 3.4(b), we note that the convergence rates

of the series of the density function (Eqn. (3.36)) strongly depends on the transverse

size of the beam. The convergence rate is much more slow for the small radial beam

size. For the beam radius of rb/a = 0.5, even 100 eigenmode is enough to resolve the

density function. For the beam radius of rb/a = 0.02433, the density function is oscil-

lating around the exact solution (solid:red), therefore, and at least 2, 000 eigenmodes

are needed to get less than 1% numerical error.
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Figure 3.4: The plots of the beam distribution function with dif-

ferent beam sizes. The original function is plotted without the ex-

pansion, and rmn is the radial eigenmode number.
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For numerical calculations of the fields, we are required to perform the transverse

eigenmode summations, a time integration, spatial integrations over three dimen-

sional coordinates, and the temporal and spatial derivatives for calculating the fields.

In order to accurately simulate the space-charge fields within less than 1% error,

however, we need to consider the computational requirements for these numerical

implementations. Since the zero-thickness parabolic beam is assumed with the cylin-

drically symmetric cavity geometry in this work, the spatial integrations are handled

analytically. Due to azimuthal symmetry, there is only radial eigenmode summations

and no azimuthal mode summations. We now show the computational requirements

for high-accuracy space-charge field calculations.

3.2.2 Eigenmode Summation

With the cylindrically symmetric beam distribution function, described in the Equa-

tion (3.35), the radial space-charge field is given by

Er(r, t) =
4Q

πǫ0r2
b

∑

n

J0(j0nr/a)

j0n|J1(j0n)|2
[

2

j0nrb/a
J1(j0nrb/a) − J0(j0nrb/a)

]

×
∫ t

−∞

dt′
[

J0 (j0nλ−/a)Θ(λ2
−) − J0 (j0nλ+/a) Θ(λ2

+)
]

(3.37)

where λ2
± are given by

λ±
2 = c2 (t− t′)

2 − [z ± z′′(t′)]
2

(3.38)

We can estimate the required number of radial modes to model for a charge

density with a form given by Eq (3.35). In general, a large number of radial modes

are necessary to reconstruct the type of charge density for a given beam radius, rb.

For large mode numbers, i.e., j0nr/a≫ 1,

J0(j0nr/a) ≈
√

2a

πj0nr
cos
(

j0n
r

a
− π

4

)

(3.39)
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is the asymptotic form for the radial mode expansion.

Since a cosine function has a period 2π, it is necessary that in order to have a

sufficient number of modes to model the beam charge density,

j0M
rb

a
≫ 2π (3.40)

where M is the largest required radial mode number. The number of transverse

eigenmodes necessary for accurately determining the fields is inversely proportional to

the transverse size of the beam. The necessary mode number is inversely proportional

to the ratio between the beam size, rb and the radius of the cavity, a, i.e.,

j0M ≫ 2π

rb/a
≈ 12.57 > j0,4, (3.41)

for rb/a = 0.5. ChoosingM ∼ 40 satisfies this condition. From the inequality relation,

The appropriate transverse eigenmode numbers can be estimated. For example, with

rb/a = 0.02433, it is necessary that,

j0M ≫ 2π

rb/a
≈ 258.25 > j0,82. (3.42)

Choosing M > 1000 satisfies this condition.

In Figure 3.5, the radial electric fields are plotted as a function of r for 100,

500, 1000, and 2000 eigenmodes for the charge density shown in Figure 3.4(b) For

ct/a = 0.25 and z/a = 0.225, the radial electric fields are oscillating with r for small

values of eigenmodes. In order to model the fields within 1% accuracy, it is necessary

to sum over at least 2000 modes.

3.2.3 Numerical Time Integration

In order to resolve the fields related with the beam motion, the integration time

step, ∆t′ must be smaller than the characteristic time scale of the system. Since the
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electron beam is accelerated relativistically by the external rf field, the characteristic

time of the photoinjector system, τdyn is given by

τdyn ∼ γbmece/E. (3.43)

where γb is the relativistic Lorentz factor of the beam. This yields ∆t′ ≪ τdyn. In

addition to this limit, however, we need more restrictions for the time integration step

to reduce the numerical errors. There is another restriction on the time-integration.

The formula for the space-charge fields using the Green’s function method con-

tains time integral factors, which store the trajectory history of the bunch. Due to

the complexities of the integrands, however, it is necessary to integrate these nu-

merically, and to consider the relation between the integration time step and the

eigenmode number. Each field equation includes similar Bessel function type argu-

ments: J0(j0nλ−/a)Θ(λ2
−) and J0(j0nλ+/a)Θ(λ2

+). The former represents the real

charge, while the latter reads the induced image charge by the cathode geometry.

The function λ±(z, t; t′) are given by

λ2
± = c2(t− t′)2 − [z − z′′(t′)]

2
(3.44)

where t′ is the time integral variable and varies from -∞ to t. The step functions

represent the causality conditions of the field, which occur due to the finite speed of

light. For modeling the transient effects near the front of the bunch, these factors

become very important [21].

Figure 3.6 shows J0(j0nλ−/a)Θ(λ2
−) as functions of t′ for different transverse mode

number, n, when t is fixed. As n increases, J0(j0nλ−/a)Θ(λ2
−) oscillates with time,

and these oscillations are smooth. But there are discontinuities at certain values of

t and z, which are generated by the step function. These discontinuities generate

numerical time integration errors, so that the time step, ∆t′, must be small enough

to reduce errors around these points. This imposes a maximum limit on the time

step.
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Figure 3.6: Plots of the arguments of the time integration for 1
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(yellow) eigenmode numbers.
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The time step must be chosen sufficiently small such that

j0n
c∆t′

a
<< 2π, (3.45)

so that time integration over the Bessel functions are accurate. Using j0M
rb

a
≫ 2π,

we find

∆t′ <<
0.01rb

c
. (3.46)

From Figure 3.6, however, the oscillation time is very short for the large eigenmode

number, thus we need much smaller time step.
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Figure 3.7: Er vs. r for different numerical integration time steps:

dτ ′ = cdt′/a = 10−4, 10−5, and 10−6

Figures 3.7 and 3.8 show Er and Ez as functions of z for different time steps, ∆t′,

with t/a = 0.25 Here, τ ′ is the normalized time, ct′/a. The maximum mode number

is chosen to be 2000 to see only errors by the numerical integration time step. For
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the time step, cdt′/a = 10−4, 10−5and 10−6, there is no significant difference in Er vs.

r. Since there is no radial dependence in the time integration factor, the effect of the

time step size is very small with fixed z and t for Er.

For the Ez calculations, however, the longitudinal field strongly depends on the

beam trajectory, which is the function of the time integral variable, t′. Figure 3.8

shows the dependence of the time step size along the axis of the symmetry. The

oscillation periods are determined by the characteristic spatial step size, ∆z, the

transverse eigenmode number, n, and the integration step size, ∆t′. The smaller ∆z

reduces the period of the oscillation, however it also requires much smaller ∆t′. The

smaller ∆t′ reduces the amplitude of the oscillation. This is generalized by,

c∆t′ < ∆z ≪ rb/γb (3.47)

The relativistic Lorentz factor of the beam, γb, is assigned to correct the relativistic

effect of the beam. We can see that c∆t′/a = 10−4 is not small enough to resolve the

fields, even though it is about factor of 200 times smaller than rb/a.

3.2.4 Multi Slice Bunch Simulation Method

Since the bunched beam has finite size in the longitudinal direction, the zero-thickness

beam is not adequate for designing the real beam. Thus the multi-sliced bunch model

is introduced to make it realistic. We assume that (1) there are a finite number of

zero-thickness sliced beams. (2) Each slice has an equal number of particles. And (3)

these slices are uniformly distributed over the bunch length. We try to find out how

many bunches are needed to express the finite thickness beam.

Suppose that the total bunch length is tl = 9 ps. The bunch length varies with the

frequency, injection phase, and wave number of the rf electric field. Since each slice is

emitted at a different time, its injection phase is slightly different. However, a 9 psec

bunch length is relatively short compared to the time scale of the rf field. Thus, we
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can assume that all slices have the same trajectory configurations, i.e., all slices are

launched at the same phase, and they are distributed uniformly in time. Therefore,

if the central slice of the bunch is at time t = t0, then the ith(1 ≤ i ≤ N/2) slice at

the head of the bunch is at time ti = t0 + itl/N , since the time interval between two

adjacent slice for the N + 1 slices is tl/N .
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Figure 3.9: Er vs. z at r = rb for different numbers of slices

Now, we set up the uniformly spaced (in time), equally charged N+1 slices, which

form the complete bunch. In this section, we use the AWA rf photoinjector gun of the

ANL. In order to reduce other considerable errors, the following numerical parameters

are used: the eigenmode number, n = 1000, the spatial step size, ∆z/a = 10−4, and

the numerical time integration step, ∆t′ = 5 × 10−5.

Figures 3.9 to 3.11 show plots of the space-charge electric fields as a function of
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Figure 3.10: Ez vs. z at r = 0 for different numbers of slices
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Figure 3.11: Ez vs. z at r = rb for the different number of slices
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the normalized longitudinal coordinate, z/a, for the different number of slices. The

fields are at ct/a = 0.185, and those are plotted around the bunch.

In the Figure 3.9, the radial field of 31-slice model is rapidly oscillating along the

axis, although the errors are still small. These oscillations are due to the peak of each

slice. Thus 31 slices are not enough to resolve the radial electric field. But, for more

than 101 slices, the fields become smoothed out with small discrepancies, which are

ignorable errors.

In Figures 3.10 and 3.11, beyond the 101 slices, the peak fields do not vary much

with the number of slices. However, the axial fields are oscillating even with 151

slices. The amplitudes of the oscillation are reduced with the position of r. From

these plots, we can estimate that more than 300 slices can represent the finite size of

the beam for the bunch length of 9 ps. If the bunch length is shortened or lengthened,

the required number of slices are decreased or increased, respectively.

3.2.5 Benchmark Modeling and Comparison

It is essential when developing a numerical algorithm to find benchmarks by which

the algorithm may be compared. The benchmark that we now present is based on

an analytical result. In particular, we test the case of a source with cylindrical pipe

of radius a whereby a bunch of total charge Q is emitted from the cathode at time

t = 0 with a constant uniform velocity V = V êz. The bunch is assumed to be

cylindrically symmetric, have zero longitudinal length, and have finite size in the

transverse directions. We assume that the radial density of the bunch is parabolic

with radius rb and fixed in time. The charge and current densities are given by

ρ (r, t) = ρ⊥ (r⊥) δ (z − V t) , (3.48a)

and

Jz (r, t) = ρ⊥ (r⊥)V δ (z − V t) , (3.48b)
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where ρ⊥ (r⊥) = (2Q/πr2
bΘ (rb − r) (1 − r2/r2

b ).

Now we compare the fields of this system to the fields of another system where

there are two bunches Q1 = Q and Q2 = −Q, with velocities V1 = V êz and V2 =

−V êz, respectively. The trajectories of the two bunches are configured, such that at

time t = 0, the two bunches will overlap. The charge and current densities of this

second system are given by

ρ1 (r, t) = ρ⊥ (r⊥) δ (z − V t) , (3.49a)

Jz1 (r, t) = ρ⊥ (r⊥)V δ (z − V t) , (3.49b)

ρ2 (r, t) = −ρ⊥ (r⊥) δ (z + V t) , (3.49c)

and

Jz2 (r, t) = ρ⊥ (r⊥)V δ (z + V t) . (3.49d)

Figure 3.12 shows the schematic comparison diagrams between the benchmark

model and our model. In the benchmark model, there is no cathode boundary. How-

ever, there are two beams, which having opposite polarities and moving in opposite

direction, to represent the image charge effect by the cathode. Assuming that the

beam is moving with the constant speed, e.g., v = 0.9c.

The fields for each bunch in the second system can be easily computed by finding

the electric field in the rest frame of the bunch, and then Lorentz transforming back

to the laboratory frame. In the second system, the bunch Q2 represents the image

bunch which is found in the first system due to the presence of the cathode at z = 0.

For specific regions of space and time, e.g., before wave reflection from the pipe has

occurred ( t < 2a/c for r = 0) and after the initial electromagnetic shock front due to

bunch emission has passed (z < ct for r = 0), the electromagnetic fields produced by

the first system will be exactly the same as those of the second system. We note that,
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(a) IRPSS Model

(b) Benchmark Model

Figure 3.12: (a) IRPSS simulation of a disk bunch of charge emit-

ted at time t = 0 from the cathode surface moving uniformly with

speed v (b) Analytical model of two disks of charge moving uniformly

in opposite directions for all time and intersecting at t = 0
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Figure 3.13: Plots of Er vs. r at the bunch location z/a = 0.225,

showing the numerical scheme (solid line) and the benchmark exam-

ple (dashed line).

in the first system, the fields should be exactly zero when z > ct, since the causality

condition prevents any waves from propagating beyond z = ct.

Figures 3.13 and 3.14 show plots of the normalized radial and longitudinal electric

fields using the beam densities given in Eqn. (3.48) and the field equations given by

Eqns. (3.18) and (3.23). In the simulation, the following parameters were chosen: the

beam velocity is V = 0.9c, the beam radius corresponds to the experimental beam

radius in the BNL 2.856 GHz photocathode experiment [40], i.e., rb/a = 0.0243, and

the time is t = 0.25a/c. In order to accurately compute the fields, we set M = 2000

and ∆t′ = 10−6a/c.

Figure 3.13 shows a plot (solid line) of Er vs. r at the bunch’s location z/a = 0.225.

In addition, a plot of the normalized radial electric field from the second (benchmark)

system is shown (dashed line), which uses the densities in Eqns. (3.49) to compute
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Figure 3.14: Plots of Ez vs. z, showing the numerical scheme (solid

line) and the benchmark example (dashed line).

the fields. From Figure 3.13, it is seen that there is excellent agreement, i.e., less that

1% error, between the numerical scheme and the benchmark example for r/a ≤ 0.085.

The difference between the fields in Figure 3.13 for r/a ≥ 0.085 is attributed to the

initial electromagnetic pulse generated at bunch emission. Essentially, one can view

this transient electromagnetic pulse as being due to transition radiation, which occurs

when the electron bunch is spontaneously generated at the cathode surface at time

t = 0. Obviously, this electromagnetic pulse would not be present in the benchmark

example since the two bunches defined by Eqns. (3.49) are uniformly moving for

all time. It is therefore necessary to wait a sufficient amount of time for the initial

transient pulse to pass in order for the fields in the benchmark case and the numerical

case to match.

Figure 3.14 shows a plot of Ez vs. z at r = 0 for both the numerical scheme (solid

line) as well as the benchmark example (dashed line). We see excellent agreement,
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i.e., less than 1% error between the fields for locations which are not close to the

second pulse at z = ct. For z > ct, the numerical scheme correctly shows that the

fields are zero according to the causality condition.

3.3 Discussion

In the future, we are planning to expand the analysis in this section by including the

effect of one or more metallic irises on space-charge fields. Irises are typically found

in photoinjector systems, and the first iris along with the cathode and cavity walls

usually define the boundary of the first half-cell in a photoinjector. The irises will

affect the space-charge fields with the presence of additional image charges and image

currents. There are a variety of methods which can be utilized for including the effects

of irises. For example, in Ref. [25, 26], the authors expanded the space-charge fields in

each region of injector space, i.e., before and after the iris, using eigenfunctions which

locally satisfy the correct boundary conditions. The coefficients of the field expansions

were found numerically by applying boundary conditions, such as field continuity, at

the location of the iris. Usually, this technique results in determining the elements of a

large N×M matrix where N and M are the number of eigenmodes used in expanding

the fields before and after the iris. Another technique with which the present authors

are actively pursuing is a method developed by H. Bethe that expands the fields due

to the iris(es) using a perturbative multipole field expansion [41]. This technique

starts by solving the space-charge fields assuming that no iris is present, i.e., that the

geometry of the conductor is a pillbox. These lowest order electromagnetic fields can

then be used to compute the induced electric and magnetic multipole moments of the

iris to all orders in b/a, where the iris radius is b and the cavity radius is a. The total

space-charge field can then be represented as the zeroth order fields plus the fields

due to the electric and magnetic multipoles for each iris.
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Chapter 4

Application to the RF

Photoinjector Experiments

In order to simulate the beam dynamics and electromagnetic space-charge fields in

the rf photocathode gun, including those near the cathode, a new code called, IRPSS

(Indiana Rf Photocathode Source Simulator), has been developed. IRPSS can cal-

culate the electromagnetic space-charge fields based on a time-dependent Green’s

function method [42, 21, 43, 44], and it can track the beam evolution throughout the

first half cell. In order for a one-to-one comparison, we have written an electrostatic

code, which is also based on a Green’s function method. To be specific, the elec-

trostatic code incorporates both E and B space-charge fields, but does not include

time-retardation effects. While each code has a different space-charge solver, both

codes utilize identical tracking algorithms.
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4.1 Simulation Set-Up for the RF Photoinjector

4.1.1 Prescribed Trajectory

In the IRPSS code, we first calculate the electromagnetic space-charge potentials

and fields for a given charge and current densities, which satisfy the continuity equa-

tion. The space-charge fields are computed using the time-dependent Green’s function

method. With these self-fields, we track the motions of the bunched beam in the rf

photoinjector under the influence of external fields, such as rf and solenoid fields.

IRPSS constructs the charge and current densities of the beam using slices, i.e.,

zero thickness disks. In particular, the choice of ρ (r) and Jz (r) is of the form

ρ (r) =
N
∑

i=1

σi(r)δ [z − z′′i (t)] , (4.1a)

and

Jz (r) =
N
∑

i=1

σi(r)δ [z − z′′i (t)]
dz′′i (t)

dt
, (4.1b)

where σi(r) is the charge per unit area of the ith slice, z′′i (t) is the longitudinal location

of the ith slice, and N is the number of slices on the simulation. The required number

of slices to form the bunch was described in the previous Chapter 3.

In order to illustrate this numerically, we use the ANL AWA 1.3 GHz gun parame-

ters as listed in Table. 3.1. We make the simplifying assumption that the trajectories,

z′′i (t), are specified by the external rf field. Physically, one could view this simulation

as the space-charge fields being small compared to the rf fields. The trajectory of

each of the slices can be computed from the relativistic equation of motion for the

slice in the rf field [11].

dz′′

dt
=

1

me
Pz (4.2a)
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Figure 4.1: The trajectory, velocity, and acceleration of a particle

in ANL AWA 1.3 GHz rf photoinjector are plotted as functions of

τ = ct/a with the rf peak field of 77 MV/m.
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and
dPz

dt
= −eErf

z (r, z, t), (4.2b)

where me is the mass of an electron and Erf
z (r, z, t) is the external rf field. Figure 4.1

shows the trajectory, velocity, and Lorentz factor, γ, of a particle in the ANL AWA

1.3 GHz rf photoinjector. To calculate the trajectories, the TM01 mode rf field is

used.

4.1.2 External Fields

In the rf photoinjector, the electron beam emitted from the cathode is accelerating

by the external rf field. The rf field accelerates the beam from rest to a relativistic

velocity. There are numerous codes for modeling the rf cavities and for computing the

fields in those systems, such as SUPERFISH [33], or MWS (Micro Wave Studio) [47].

In our simulation, we calculate the rf fields using SUPERFISH, and the field data is

easily imported into our simulation code, IRPSS. Figure 4.2 shows the external rf and

solenoid fields which have been used in our beam dynamics simulation. Those fields

are computed using parameters of the ANL AWA 1.3 GHz rf photoinjector, listed in

Table 3.1. In the following numerical examples for the beam dynamics, we will use

the rf field maps calculated using SUPERFISH.

In SUPERFISH, the rf system is assumed to be cylindrically symmetric. Fully

3-dimensional rf field maps with complicated geometries can be calculated with other

simulation codes, e.g., MWS. In IRPSS, the external field maps are imported in 3-

dimensional coordinates, hence we can use not only rf field maps of SUPERFISH, but

also those of MWS. Since our goal is to see the zeroth order symmetric space-charge

effect, the geometry of the rf gun is assumed to be the axially symmetric, and this is

a good approximation.

Alternatively, one can use TM010 mode rf fields, which is mostly dominant through
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Figure 4.2: The external rf (dark blue) and solenoid (green) fields

are plotted in the schematic diagram (light blue) of the ANL AWA

1.3 GHz rf photoinjector. For comparison, the rf fields (orange) cal-

culated from SUPERFISH and those of TM010 mode are presented.
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the entire rf gun. The advantage of TM010 mode rf fields is that the analytical forms

are well known and ready to use. The TM010 mode electromagnetic rf fields in the

pillbox cavity with sin convention are given by [6, 39]

Ez =E0 cos(kzz) sin(ωt+ ϕ0),

Er =
E0rkz

2
sin(kzz) sin(ωt+ ϕ0),

Bθ =
E0rkz

2c
cos(kzz) cos(ωt+ ϕ0),

(4.3)

where E0 is the peak rf field, kz is the longitudinal wave number, ω is the angular rf

frequency, and ϕ0 is the injection rf phase. The vector and scalar potential can be

found from the following three relations:

(1) ~E = −~∇Φ − ∂ ~A
∂t

,

(2) ~B = ~∇× ~A ,

(3) ~∇ · ~A + 1
c2

∂Φ
∂t

= 0 (Lorentz gauge condition).

Then, the potentials are given by

Φ = − E0

2kz

sin(kzz) sin(ωt+ ϕ0), (4.4a)

Ar =
E0r

2c
sin(kzz) cos(ωt+ ϕ0), (4.4b)

Az =
E0

2kzc
cos(kzz) cos(ωt+ ϕ0). (4.4c)

The solenoid magnetic fields in IRPSS simulation are also imported from the

external field maps. The magnetic fields can be computed using POISSON [33] or

MAFIA [19]. Since our simulation is concentrated on the first half cell in the rf gun,

and the solenoid magnetic field is relatively small as < 1 kG, we do not show its

details.
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4.1.3 Equations of Motion

After the full calculations of electromagnetic space-charge fields in the first part of

IRPSS, the second part in IRPSS code tracks the motion of the electron beam with

space-charge and external fields. One may simulate the beam dynamics using either

the Hamiltonian of the system or the Lorentz force law. The Hamiltonian of an

electron in the cylindrical coordinates is given by

H = eφ+ c

[

m2
ec

2 + (Pr − eAr)
2 +

(

Pθ

r
− eAθ

)2

+ (Pz − eAz)
2

]1/2

. (4.5)

In IRPSS, we prefer to use the Lorentz force law,

F = q [E + (β × cB)] , (4.6)

since this method does not require additional derivatives of potential maps. In the

cylindrically symmetric system, we have only the following field components.

(1) Space-Charge fields: ESC
r , ESC

z , and BSC
θ ,

(2) Rf fields: ERF
r , ERF

z , and BRF
θ ,

(3) Solenoid fields: BSC
r and BSC

z .

The 2nd order differential equations in the Lorentz force law with these fields

are numerically simulated using the 4th order Runge-Kutta method [36], Runge-

Kutta methods have the high-order local truncation error of the Taylor methods while

eliminating the need to compute and evaluate the derivatives of f (r, t). To achieve

highly accurate results, CERNlib is implemented using the Runge-Kutta method [48].
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4.2 Space-Charge Fields and Beam Dynamics

4.2.1 Calculations of Space-Charge Fields

In most of rf simulation codes, such as, PARMELA, the space-charge fields are cal-

culated electrostatically. However, IRPSS uses a fully electromagnetic method for

the space-charge field calculations. The differences in field calculations can cause

differences in the beam dynamics. In this section, we first show the physics of space-

charge fields near the cathode, and compare the electromagnetic and electrostatic

space-charge fields.

In order to compare the space-charge fields of IRPSS with electrostatic codes, we

simplify the photoinjector system by assuming that it has no iris and the cavity is

cylindrically symmetric. Since the iris does not have much of an effect on the beam

dynamics for early times, this assumption is an excellent approximation, while we

investigate the physics near the cathode.

The rf field for the beam accelerating in the gun is calculated using SUPER-

FISH [33], and the peak rf Ez field is 50 MV/m with the injection phase of 65

degrees. The azimuthal rf magnetic field Bθ is also included in the simulation. Here,

only rf fields are used for the external field in order to focus on the effect of the space-

charge fields. The external solenoidal fields, which are normally used for emittance

compensation [12], are very small near the cathode and are excluded.

We use a radial parabolic shape for the transverse beam distribution and a uniform

longitudinal distribution for these simulations:

ρ(r, z, t) =
N
∑

i

2Q

πr2
b

Θ(rb − r)

(

1 − r2

r2
b

)

δ [z − z′′i (t)] (4.7)

where Q is the bunch charge, rb is the beam radius (1 mm). For the uniform longitu-

dinal beam distribution, a multi-slice method is used. In particular, a bunched beam
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is broken up into a number of zero-thickness slices. In Eq. (4.7), the z′′i (t) indicates

the location of the ith slice with respect to time. We assume that each beam slice

has an equal amount of charge. To reduce the computational time and errors and

to achieve accurate calculations of space-charge fields, an adequate number of zero

thickness slices are uniformly distributed within the desired bunch length. In the

space-charge field calculation, we choose a bunch length of 1.2 ps. For this bunch

length, 41 longitudinal slices are enough to smoothly model the space-charge fields.

In Chapter 3, we showed the computational requirements for IRPSS, such as the

minimum eigenmode numbers and the minimum numerical integration time step for

achieving highly accurate space-charge field calculations.

In IRPSS, the electromagnetic space-charge fields are solved from Maxwell’s equa-

tions for conductor boundary conditions. These solutions can be obtained using a

time-dependent Green’s function method. For cylindrically symmetric pipe bound-

ary conditions with a flat cathode, all fields can be computed analytically and are

given by,

Er(r, z, t) =
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) − J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

(4.8a)

Bθ(r, z, t) =
4cQµ0

πr̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b

J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) + J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

[

dẑ′′ (τ)

dτ

]

τ=τ ′

(4.8b)
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and

Ez =
4Q

πǫ0r̂
2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b

J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′

{

{

[ẑ − ẑ′′(τ ′)] − (τ − τ ′)

[

dẑ′′ (τ)

dτ

]

τ=τ ′

}

×
[

−j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) + 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

−
{

[ẑ + ẑ′′(τ ′)] + (τ − τ ′)

[

dẑ′′ (τ)

dτ

]

τ=τ ′

}

×
[

−j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) + 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

,

(4.8c)

where r̂b = rb/a, r̂ = r/a, ẑ = z/a, τ = ct/a, τ ′ = ct′/a, and λ̂2
± = (τ − τ ′)2−(ẑ ± ẑ′)2

For the cylindrical cavity, ψmn are the transverse eigenfunctions. In general, spa-

tial and time integrations can be performed numerically. However, in this simulation,

we specify ρ in Eqn. (4.7) for the transverse direction, and use zero thickness slices

longitudinally to model the beam.

In addition to IRPSS, we have also written an electrostatic code using a time-

independent Green’s function approach. The electrostatic space-charge potential of

the real disk beam in the rest frame for a cylindrically symmetric waveguide with a

flat cathode can be calculated as [34]:

φ(r) =
1

ǫ0

∫

Gφ (r; r′) ρ (r′) dr′, (4.9)

where

Gφ (r; r′) =
1

2

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥)

k⊥mn

e−
j0n
a

|z−z0|, (4.10)

and a is the cavity radius (9.08 cm). In order to include the image charge effect,

the scalar potential can be described as the superposition of potentials of real and

image disks. Since the beam is at rest in this frame, the vector potential, Az is zero.
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The scalar and vector potentials in the laboratory frame can be obtained by Lorentz

transformations, and these yield the electrostatic space-charge fields:

EES
r =

4Qγ

πǫ0r2
b

∑

n

J1 (j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
{

e−
j0n
a

γ|z−z0| − e−
j0n
a

γ|z+z0|
}

,

(4.11a)

BES
θ =

4cQµ0βγ

πr2
b

∑

n

J1 (j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
{

e−
j0n
a

γ|z−z0| + e−
j0n
a

γ|z+z0|
}

,

(4.11b)

EES
z =

4Q

πǫ0r
2
b

∑

n

J0 (j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×







[

e−
j0n
a

γ|z−z0| − e−
j0n
a

γ|z+z0|
]

for z ≥ 0,
[

− e−
j0n
a

γ|z0−z| − e−
j0n
a

γ|z+z0|
]

for z < 0,

(4.11c)

where z0 is the location of a disk beam. The detailed derivation of Eqn (4.11) is in

Appendix B.

In order to check the validity of the electrostatic code, we also formulated an

exact bunch charge and current density fluid model assuming zero current density

compressibility, which represents the physics at beam emission. We have found that

both the electrostatic fluid model and the electrostatic code agree precisely. One of

the advantages of developing the analytical fluid model is that we can produce an

exact formula for the longitudinal space-charge field at the critical location r = 0.0

m and z = 0.0 m. This formula is given by,

EES
z (0, 0) =

4Q

πǫ0r2
b

∑

m

√

π

j0mzb/a

Erf
(

√

j0mzb/a
)

j2
0mJ

2
1 (j0m)

×
[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

,

(4.12)

where Erf is the error function, and rb and zb are the bunch radius and bunch length,

respectively. The detailed derivation of Eqn (4.12) is in Appendix B.2. When we
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compare the two longitudinal electrostatic fields at r = 0 and z = 0, which is the

center of the cathode, as the full bunch is emitted, they agree extremely well.

Figure 4.3 shows the critical Ez space-charge fields at r = 0.0 and z = 0.0 for

different laser pulse lengths at 0.1 nC (for rb = 1 mm) and 10 nC (for rb = 1 cm). The

primary result is that as the laser pulse length is increased, the discrepancy between

electrostatic and electromagnetic space-charge fields is gradually increased. The size

of the discrepancy also depends on the beam radius. Qualitatively, as the beam

radius is increased, i.e., the beam becomes more pancake like, and the discrepancy

becomes smaller. Moreover, the maximum electric field for both the electrostatic, as

well as the electromagnetic cases, occurs when they have a zero bunch length beam,

which acts as a sheet of charge near the cathode. In this case, the electric field is

exactly found to be σ/ǫ0 where σ is the local charge density (charge/area) on the

beam axis. For a parabolic (radial) and uniform (longitudinal) beam with Q = 100

pC, σ is given by 2Q/πǫ0r
2
b , hence σ/ǫ0 = −7.19 MV/m. Both electromagnetic and

electrostatic results show that they agree extremely well for shorter bunch lengths,

i.e., pancake-like beam, as seen in Figure 4.3(b).

Figure 4.4 shows the percentage difference between electromagnetic and electro-

static critical Ez fields. And this effect can become larger by increasing the bunch

length with fixed beam radius. However, the percentage discrepancy between elec-

tromagnetic and electrostatic fields has a maximum around 2.4% for rb = 1 mm with

a laser pulse length of 10 psec and around 1.6% discrepancy for rb = 1 cm.

In Figures 4.5 and 4.6, we compare electromagnetic and electrostatic space-charge

fields for a 1 nC bunched beam. The space-charge fields, F/Q, are computed from

the Lorentz force law, F = Q [E + β × (cB)], where E and B are proportional to the

bunch charge Q. Figure 4.5 shows Fr/Q vs. r, for various times. At t = 0.005a/c,

a bunch is just launched, and there are significant discrepancies between the two

space-charge fields. For a large amount of beam charge, such as 1 nC, the beam feels
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more of a defocusing force with the electrostatic space-charge fields in the transverse

direction. Hence, this effect causes a growth in beam phase space. These discrepancies

in space-charge fields between the two algorithms become smaller with time. For a

small amount of beam charge, it becomes more difficult to find the difference between

two fields, since the transverse space-charge fields are much smaller compared to the

transverse rf fields.

Comparisons of the longitudinal space-charge fields are shown in Figure 4.6. As

can be seen, the electromagnetic Ez space-charge field has a more negative value than

the electrostatic Ez space-charge field near the cathode right after beam emission.

However, the discrepancy, between electrostatic and electromagnetic space-charge

fields in the longitudinal direction, for our example, is less pronounced than in the

radial direction, because of the choice of short bunch length, i.e., 1.2 psec. The

longitudinal discrepancy becomes more apparent for longer bunch lengths such as in

the study by A. Candel et al which looked at a 10 and 15 psec bunch length cases [23].

Like the transverse space-charge fields, however, the longitudinal space-charge fields

agree for higher time.

We could roughly estimate these discrepancies by assuming the beam as a thin

disk. Since the initial bunch length of 1.2 psec is relatively smaller than the beam

radius of rb = 1 mm, the thin disk assumption is valid. For sufficiently small times,

i.e., t << rb/c, the edge effects of the beam for the electromagnetic space-charge fields

at r = 0 and z = 0 is zero due to the finite speed of light. Hence, the longitudinal

space-charge fields near the cathode at r = 0 resemble those of an infinite sheet of

charge at z′′(t) with charge density σ0 and an infinite sheet of image charge at −z′′(t)
with charge density −σ0. In this case, σ0 = 2Q/πr2

b which is the charge density

at r = 0 for a parabolic radial beam distribution. Therefore, for short times, the

electromagnetic longitudinal field is σ0/ǫ0. In the electrostatic case, however, the

effects of the beam edges are non-negligible and give a reduction to Ez as shown in
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Figure 4.6, near the head and tail of the bunch.

4.2.2 Beam Dynamics with Space-Charge Effects

In the previous section, we showed the calculations of the time-dependent and time-

independent space-charge fields (forces), and explained the differences between IRPSS

and the electrostatic calculations. Now, we examine the beam dynamics near the

cathode, where the space-charge effects are extremely important. As we have seen

in the previous section, the electromagnetic and electrostatic space-charge fields have

disagreements near the cathode, and these are getting smaller with time. In Fig-

ures 4.7-4.9, different locations (z = 0.0 cm (cathode), z = 0.003 cm, and z = 0.03

cm), all within the first cell and near the cathode, are chosen to see differences of the

transverse phasespaces (pr/mc vs. r/a) between two space-charge field calculations.

In order to check the validity of our tracking algorithm, we first run the simulations

only with rf fields (zero space-charge fields). We compare these beam dynamics results

with those of PARMELA, which are also run without the space-charge fields. At the

cathode, the beam starts with zero momentum, i.e., zero thermal emittance. Hence,

particles are on the r axis on the transverse phasespace plots. With only rf fields,

particles are radially focused near the cathode. Figure 4.7 shows that the two codes

agree very well.

For sufficiently large amounts of charge, the evolutions of the phasespace are very

different. In Figures 4.8 and 4.9, we include the effects of space-charge. Since the

initial beam distribution in the radial direction is parabolic, the radial space-charge

forces are maximum at slightly less than r = rb, as seen in Fig 4.5. Therefore, the

radial beam edge feels less defocusing force than the particles with the maximum

space-charge force. In phasespace plots, we could see these effects in both IRPSS and

the Green’s function based electrostatic code.
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Figure 4.7: Phasespace plots with zero space-charge field
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As we increase the bunch charge, the differences between transverse phasespace

plots become apparent at 1 pC, and then become more significant for larger bunch

charges. Since the electrostatic space-charge fields near the cathode are larger than

the electromagnetic space-charge fields, we see less defocusing in IRPSS phasespace

plots. As seen in Figures 4.8(a), and 4.9(a), IRPSS and the electrostatic phases-

pace plots have large discrepancies, since particles with electrostatic fields feel much

stronger defocusing forces. In general, we find a larger phasespace size in IRPSS

simulations near the cathode compared to electrostatic simulations due to the larger

variation of Fr in IRPSS with respect to time. Since the two transverse space-charge

fields are getting closer with time as shown in Figure 4.5, phasespace plots for both

electromagnetic (IRPSS) and electrostatic space-charge fields look similar at later

times as shown in Figures 4.8(b), and 4.9(b).

For a highly charged beam, the longitudinal space-charge forces from the head

of the bunch cause the tail of the bunch to hit back onto the cathode causing beam

loss. There is no beam loss for lower beam charge, e.g. less than 100 pC, since the

accelerating Erf
z fields are dominant. Beam loss starts to occur at 640 pC, where the

space-charge fields match the rf fields. From Figures 4.6, we can estimate that beam

loss will occur at a slightly smaller beam charge value for the electromagnetic case

since the electromagnetic Ez space-charge field at a bunch tail is slightly larger in

magnitude than the electrostatic Ez space-charge field. For example, for 1 nC beam

at rb = 1 mm and a bunch length of 1.2 psec, IRPSS expects about 32.6% beam loss,

while the electrostatic code yields 32.4% beam loss. These small discrepancies are

also found in longitudinal energy spread comparisons which show differences of less

than 1%.

Figure 4.10 shows comparisons of transverse emittances between IRPSS and elec-

trostatic calculations with different bunch charges. For lower beam charge, such as

1 pC, rf forces are dominant and space-charge forces are relatively small, so that
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emittances are small as shown in Figure 4.10(a). For Q = 100 pC, however, the beam

feels much stronger space-charge forces, hence, this causes larger emittance than

lower beam charge as shown in Figure 4.10(b). The discrepancies in space-charge

forces leads to a difference in emittances, which is about 8 ∼ 9% at z = 0.05 cm.

4.3 Experimental Measurements

We performed an experimental beam loss measurement on the 1.3 GHz rf gun at the

ANL AWA experiment [45]. The main purpose of the Argonne Wakefield Accelerator

is for high current beam generation and diagnostics, and high-gradient wakefield ex-

periments [27, 49]. Figure 4.11(a) shows the AWA rf photoinjector and the schematic

diagram of its beamline. It consists of a 1.5 cell rf cavity, CS2Te semiconductor pho-

tocathode, YAG laser, solenoid magnets, and beam diagnostic systems. The gun is

operated with 50 MV/m rf peak field, 65 degree injection phase.

Before guiding the laser light to the cathode, we measure the laser spot size and

intensity using UV (Ultra-Violet) camera. Although the efficiency of the photocath-

ode is not 100 % in generating the electron beam, we assume that the laser intensity

is equivalent to the initial beam charge. Experimentally, it is difficult to measure the

beam charge at the inside of the gun. Hence, we measure the emitted beam charge

by taking the beam intensity and its profile through the 2nd diagnostic window after

the gun. In order to see the effect of the bunch length in the beam loss measure-

ment, we choose two laser pulse lengths, 3.4 and 10.4 psec in FWHM (Full-Width

Half-Maximum). The laser pulse length is equivalent to the bunch length. The laser

spot size is 2 mm, i.e., the beam radius is 1 mm.

Figure 4.12 shows plots of the measured bunch charge from the exit of the gun

as a function of laser pulse intensity. If no beam loss were to occur, then the plot

should be linear with a uniform slope. However, at a critical bunch charge, i.e.,
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(a) ANL AWA 1.3 GHz rf photoinjector

(b) Schematic diagram of Argonne Wakefield Accelerator beamline [49]

Figure 4.11: Experimental set up for beam loss measurements
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Erf
z = Ecritical

z , for fixed laser pulse length and radius, one would expect beam loss

to occur and a reduction in the slope of the curve. The visual inspection of the

preliminary data suggest changes in slopes, i.e., onsets of beam losses, at around

300 − 400 pC for 3.4 psec and 500 − 600 pC for 10.4 psec. However, these are lower

than our theoretical predictions of 1.2 nC for a uniform radial bunch distribution.

Possible explanations for these are non-uniformity of the laser spot size, effects due

to the acceptance in the first-half cell, and uncertainties in measurements of laser

intensities and bunch charges. Further analysis is needed to understand differences

between prediction and experiment. We plan to continue these measurements, and

look at possible ways to increase the Ez field discrepancy by changing the magnitude

of the rf field and injection phase.

4.4 Discussion

IRPSS is a novel space-charge solver and simulation code for modeling photoinjectors.

Since it uses a Green’s function approach to calculate electromagnetic space-charge

fields, it is capable of simulating beams with arbitrarily small bunch lengths. Be-

cause IRPSS self-consistently models the space-charge fields electromagnetically, ef-

fects such as a finite time-retardation can be included. In general, electrostatic codes,

such as PARMELA may overestimate the transverse space-charge fields and underes-

timate the longitudinal space-charge fields compared to IRPSS leading to differences

in beam phasespace near the cathode and beam loss.

We present the space-charge effects in the ANL AWA rf photocathode gun near

the cathode by comparing the phasespace and emittance between IRPSS and an

electrostatic Green’s function code. In general, we have found that the phasespace

plots and emittances predicted by IRPSS and the electrostatic code can be different

due to the space-charge fields.
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Chapter 5

Transverse Current Modeling

We generalize the exact formalism for the space-charge fields of a cylindrically sym-

metric beam in a conducting circular pipe. This formalism also includes the effect of

the transverse currents, which was ignored for modeling the rf photoinjector in the pre-

vious chapters. With the series expansions of the charge and current densities in terms

of the Bessel functions, the electromagnetic space-charge fields are constructed using

the time-dependent Green’s function method in the cylindrical conducting boundary

system. This formalism can be used to model the high space-charge systems, such as

high-power microwave sources. Numerical studies will be shown as an example of the

space-charge field calculations for a radially oscillating beam.

5.1 Electromagnetic Field for Circularly Symmet-

ric Sources

In this section, we derive the exact electromagnetic space-charge fields for circularly

symmetric charged sources using a time-dependent Green’s function method [50]. We

assume that the system has a cylindrically symmetric conducting pipe with radius of
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a. The charge and current densities are denoted by ρ(r, z, t) and J(r, z, t) in cylindrical

coordinates. These beam densities are only restricted by the self-consistent continuity

equation, i.e., ∂ρ/∂t + ∇ · J = 0.

5.1.1 Expansions of Charge and Current Densities

First, we start by making the judicious representations of the charge and current

densities into series of Bessel functions. Since the beam source and the system are

cylindrically symmetric, Bessel functions are helpful to find the solutions of wave

equations, which define the electric and magnetic field components. By noting that

for circularly symmetric beam distributions the radial and azimuthal current densities

go to zero as r → 0, the Bessel function expansions can be expressed as

ρ =
∞
∑

m=1

ρm(z, t)J0

(

j0mr

a

)

, (5.1a)

Jr =

∞
∑

m=1

Jrm(z, t)J1

(

j0mr

a

)

, (5.1b)

Jθ =

∞
∑

m=1

Jθm(z, t)J1

(

j1mr

a

)

, (5.1c)

and

Jz =
∞
∑

m=1

Jzm(z, t)J0

(

j0mr

a

)

, (5.1d)

where Jl(x) is the lth order Bessel functions of the first kind and jlm is the mth

zero of Jl(x). We note that while three of the above source functions utilize jlm in

connection with Jl(x) as Fourier-Bessel series expansions, the radial current density,

Jr, does not. In particular, Jr utilizes j0m zeroes in combination with J1(x), which is

a special type of expansion known as a Dini series [51].

The coefficients in each expansion, which are functions of z and t, can be im-

mediately found using orthogonality relations of the Bessel functions and are given
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by

ρm =
2

a2J2
1 (j0m)

∫ a

0

drrρ(r, z, t)J0

(

j0mr

a

)

, (5.2a)

Jrm =
2

a2J2
1 (j0m)

∫ a

0

drrJr(r, z, t)J1

(

j0mr

a

)

, (5.2b)

Jθm =
2

a2J2
0 (j1m)

∫ a

0

drrJθ(r, z, t)J1

(

j1mr

a

)

, (5.2c)

and

Jzm =
2

a2J2
1 (j0m)

∫ a

0

drrJz(r, z, t)J0

(

j0mr

a

)

. (5.2d)

Since Jθm is independent of θ coordinates, the continuity equation can be represented

in terms of ρm, Jrm, and Jzm, i.e

∂ρm

∂t
=
j0m

a
Jrm +

∂Jzm

∂z
= 0. (5.3)

In addition, Maxwell’s equations leads to inhomogeneous wave equations for the

electromagnetic fields with charge and current densities acting as drive terms, i.e.,

∇2E − 1

c2
∂2E

∂t2
=

1

ǫ0
∇ρ+ µ0

∂J

∂t
, (5.4a)

and

∇2B− 1

c2
∂2B

∂t2
= −µ0∇× J. (5.4b)

From Eqn. (5.4), one can immediately find that under cylindrically symmetric con-

ditions, Jθ will generate the fields Eθ, Br, and Bz, while ρ, Jr, and Jz generate the

other fields Er, Ez, and Bθ.

5.1.2 TE Mode Space-Charge Fields

From Eqn. (5.4), the electric and magnetic fields generated by Jθ can be expressed

in terms of Bessel functions with unknown coefficients. These coefficients, which
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depend on z and t, can be found by solving wave equations with Jθ as a source. The

expansions of TE-mode fields are given by

Eθ =
∞
∑

m=1

Eθm(z, t)J1

(

j1mr

a

)

, (5.5a)

Br =

∞
∑

m=1

Brm(z, t)J1

(

j1mr

a

)

, (5.5b)

and

Bz =
∞
∑

m=1

Bzm(z, t)J0

(

j1mr

a

)

. (5.5c)

At r = a, we note that Eθ and Br equal to zero. Eqns. (5.5a) and (5.5b) imply that

the series expansions of Eθ and Br automatically satisfy the conducting boundary

conditions, namely, E||

∣

∣

surface
= 0 and B⊥|surface = 0. In addition, Eqn. (5.5c) gives

another boundary condition, ∂B||/∂r
∣

∣

surface
= 0.

The coefficients in the field expansions are derived directly from Eqn. (5.4) and

are given by,
∂2Eθm

∂z2
− 1

c2
∂2Eθm

∂t2
−
(

j1m

a

)2

Eθm = µ0
∂Jθm

∂t
, (5.6a)

∂2Brm

∂z2
− 1

c2
∂2Brm

∂t2
−
(

j1m

a

)2

Brm = µ0
∂Jθm

∂z
, (5.6b)

and
∂2Bzm

∂z2
− 1

c2
∂2Bzm

∂t2
−
(

j1m

a

)2

Bzm = −µ0
j1m

a
Jθm. (5.6c)

One can find the solutions of the Eqn. (5.6) using time-dependent Green’s function

method. This method was already discussed in detail for longitudinal currents in a

conducting pipe in Chapter 3. In particular, the solutions to the field coefficients are

given by,

Eθm =

∫ t

−∞

dt′
∫

dz′µ0
∂Jθm (z′, t′)

∂t′
G1m (z, t; z′, t′) (5.7a)
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Brm =

∫ t

−∞

dt′
∫

dz′µ0
∂Jθm (z′, t′)

∂t′
G1m (z, t; z′, t′) (5.7b)

and

Bzm =

∫ t

−∞

dt′
∫

dz′µ0
j1m

a
Jθm (z′, t′)G1m (z, t; z′, t′) (5.7c)

where

G1m (z, t; z′, t′) =
c

2
J0

(

j1m

a
λ

)

Θ
(

λ2
)

(5.8a)

is a time-dependent Green’s function that satisfies the differential equation

∂2G1m

∂z2
− 1

c2
∂2G1m

∂t2
−
(

j1m

a

)2

G1m = −δ (z − z′) δ (t− t′) , (5.8b)

and λ =
√

c2 (t− t′)2 − (z − z′)2.

Therefore, for a given Jθ(r, z, t), Jθm(z, t) can be found by Eqn. (5.2c), and then

coefficients Eθm, Brm, and Bzm can be computed, finally the TE mode electromagnetic

fields can be obtained.

5.1.3 TM Mode Space-Charge Fields

We now turn our attention to the TM mode fields, Er, Ez, and Bθ. In a similar way,

we can make series expansions for Er, Ez, and Bθ, from Eqn. (5.1) and (5.4). i.e.,

Er =
∞
∑

m=1

Erm(z, t)J1

(

j0mr

a

)

, (5.9a)

Ez =

∞
∑

m=1

Ezm(z, t)J0

(

j0mr

a

)

, (5.9b)

and

Bθ =
∞
∑

m=1

Bθm(z, t)J1

(

j0mr

a

)

. (5.9c)

Again note that the field expansion for Ez correctly satisfies the conductor pipe

boundary condition at r = a, namely, E||

∣

∣

surface
= 0. These expansions when plugged
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into the field wave equations, i.e., Eqns. (5.4a) and (5.4b), yield differential equations

for the field coefficients given by:

∂2Erm

∂z2
− 1

c2
∂2Erm

∂t2
−
(

j0m

a

)2

Erm = −j0m

a

ρm

ǫ0
+ µ0

∂Jrm

∂t
, (5.10a)

∂2Ezm

∂z2
− 1

c2
∂2Ezm

∂t2
−
(

j0m

a

)2

Ezm =
1

ǫ0

∂ρm

∂z
+ µ0

∂Jzm

∂t
, (5.10b)

and
∂2Bθm

∂z2
− 1

c2
∂2Bθm

∂t2
−
(

j0m

a

)2

Bθm = −µ0
j0m

a
Jzm − µ0

∂Jrm

∂z
. (5.10c)

In a similar fashion, we can construct Er, Ez, and Bθ using a second time-

dependent Green’s function. In particular, the coefficients of the fields are given

by,

Erm =

∫ t

−∞

dt′
∫

dz′

(

j0m

a

ρm

ǫ0
− µ0

∂Jrm

∂t′

)

G0m (z, t; z′, t′) , (5.11a)

Ezm = −
∫ t

−∞

dt′
∫

dz′

(

1

ǫ0

∂ρm

∂z′
+ µ0

∂Jzm

∂t′

)

G0m (z, t; z′, t′) , (5.11b)

Bθm =

∫ t

−∞

dt′
∫

dz′

(

µ0
j0m

a
Jzm + µ0

∂Jrm

∂z′

)

G0m (z, t; z′, t′) . (5.11c)

where

G0m (z, t; z′, t′) =
c

2
J0

(

j0m

a
λ

)

Θ
(

λ2
)

(5.12a)

is a time-dependent Green’s function that satisfies the differential equation

∂2G0m

∂z2
− 1

c2
∂2G0m

∂t2
−
(

j0m

a

)2

G0m = −δ (z − z′) δ (t− t′) . (5.12b)

Finally, the solutions to the field coefficients in Eqns. (5.7) and (5.11) along with

the expansion formulas in Eqns. (5.2), (5.5), and (5.9) offer a complete description
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of electromagnetic space-charge fields for cylindrically symmetric beams in a circular

conducting pipe.

We should note that for the expansions given in Eqns. (5.2), (5.5), and (5.9), there

are other useful formulas connecting the field coefficients which can be immediately

found from Maxwell’s equations. In particular, one can easily verify the following

relations,

Brm = − a

j1m

∂Bzm

∂z
, (5.13a)

Eθm = − a

j1m

∂Bzm

∂t
, (5.13b)

j0m

a
Erm +

∂Ezm

∂z
=

1

ǫ0
ρm, (5.13c)

∂Erm

∂z
+
j0m

a
Ezm = −∂Bθm

∂t
, (5.13d)

−∂Bθm

∂z
= µ0Jrm +

1

c2
∂Erm

∂t
, (5.13e)

and
j0m

a
Bθm = µ0Jzm +

1

c2
∂Ezm

∂t
. (5.13f)

One can immediately see that although all of the field coefficients will be de-

termined from integrations of Green’s functions over z′ and t′ for given charge and

current densities in Eqns. (5.7) and (5.11), it is only necessary to compute these inte-

grations for a few of the field coefficients. Hence, using relations in Eqns. (5.13), it is

easy to determine the other coefficients. This will be demonstrated in the numerical

example in the next Section.
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5.2 Numerical Implementation

5.2.1 Description of the System

We now demonstrate how to numerically model the space-charge fields of a radially

oscillating bunched beam in a circular pipe. We assume that the beam is parabolic

in the transverse direction, and is oscillating in the radial direction. Specifically, the

beam distribution is given by

ρ(r, z, t) =
2Q

πr2
b (t)

[

1 − r2

r2
b (t)

]

Θ [rb(t) − r]

[

Θ

(

z +
L

2

)

− Θ

(

z − L

2

)]

, (5.14)

where Q is the total bunch charge, L is its longitudinal length. The beam radius, rb(t)

is a constant, r0, for time t < 0, and then is sinusoidally oscillating with amplitude

δr and angular frequency ω in the radial direction for t > 0, i.e.,

rb(t) =

{

r0, for t ≤ 0,

r0 + δr − δr cos(ωt), for t > 0.
(5.15)

5.2.2 Derivations of the Space-Charge Fields

For given charge and current densities, ρ(r, z, t) and J(r, z, t), one can compute the

exact space-charge fields Er, Ez, and Bθ using the Green’s function methods discussed

in the previous section. These space-charge fields are fully self-consistent and include

the time-dependency of the oscillations, the initial transient start-up physics at time

t = 0, and the effect of the image charges and image currents on the circular pipe.

By specifying the charge density in Eqn. (5.14), we are able to compute the charge

density coefficients, ρm, in Eqn. (5.2a), which are given by

ρm(z, t) =
8Q

πa2L

a2

r2
b

1

j2
0mJ

2
1 (j0m)

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

×
[

Θ

(

z +
L

2

)

− Θ

(

z − L

2

)]

.

(5.16)



5.2 Numerical Implementation 90

-0.8

-0.6

-0.4

-0.2

 0

 0.2

 0.4

 0.6

 0.8

-1 -0.5  0  0.5  1  1.5  2  2.5  3

r b
/a

, d
r b

/c
dt

ct/a

rb(t)/a
drb(t)/cdt

Figure 5.1: Plots of rb and drb

dt
as functions of time.
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Next, we calculated the coefficient of the longitudinal electric field Ezm from

Eqn. (5.11b), using ρm in Eqn. (5.16). Note that we have made use of the fact

that Jzm = 0 since no longitudinal currents exist when implementing Eqn. (5.11b).

From Eqns. (5.11b) and (5.12a), Ezm can be derived as following:

Ezm = −
∫ t

−∞

dt′
∫

dz′
[

1

ǫ0

∂ρm (z′, t′)

∂z′

]

G0m (z, t; z′, t′)

= − 4Q

πǫ0aL

∫ t

−∞

(

cdt′

a

)

1

j2
0mJ

2
1 (j0m)

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

×
[

J0

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− J0

(

j0m

a
λ−

)

Θ
(

λ2
−

)

]

,

(5.17)

where λ± =
√

c2 (t− t′)2 − (z ± L/2)2. Therefore, the longitudinal electric field is

given by

Ez = − 4Q

πǫ0aL

∑

m

∫ t

−∞

(

cdt′

a

)

J0 (j0mr/a)

j2
0mJ

2
1 (j0m)

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

×
[

J0

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− J0

(

j0m

a
λ−

)

Θ
(

λ2
−

)

]

,

(5.18)

Since rb remains constant, r0, for t ≤ 0, we can manipulate the time integration
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in the following manner:

Ez = − 4Q

πǫ0aL

∑

m

J0 (j0mr/a)

j2
0mJ

2
1 (j0m)

×
{

∫ 0

−∞

cdt′

a

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

+

∫ t

0

cdt′

a

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

+

∫ t

0

cdt′

a

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

−
∫ t

0

cdt′

a

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

}

×
[

J0

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− J0

(

j0m

a
λ−

)

Θ
(

λ2
−

)

]

,

(5.19)

where we break up the integration into the two terms around t = 0, and add and

subtract the same integration term with the radius of r0 instead of rb(t). And then

we join the second and fourth terms together, and do the same for the first and third

terms. This yields

Ez = − 4Q

πǫ0aL

∑

m

J0 (j0mr/a)

j2
0mJ

2
1 (j0m)

×
[

∫ t

0

cdt′

a

{

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

+
a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

}

+

∫ t

−∞

cdt′

a

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

]

×
[

J0

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− J0

(

j0m

a
λ−

)

Θ
(

λ2
−

)

]

,

(5.20)

This method is useful since the second integration term is exactly equivalent to the

electrostatic part of Ez, hence there needs no integration up to a time t = −∞. The
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derivation of the electrostatic field will be in the Appendix B. With the electrostatic

term, the final Ez field is given by

Ez = − 4Q

πǫ0aL

∑

m

J0 (j0mr/a)

j2
0mJ

2
1 (j0m)

∫ t

0

cdt′

a

[

J0

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− J0

(

j0m

a
λ−

)

Θ
(

λ2
−

)

]

×
{

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

+
a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

}

− 4Q

πǫ0aL

∑

m

J0 (j0mr/a)

j3
0mJ

2
1 (j0m)

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

×



















[

e−
j0m

a (z+ L
2
) − e−

j0m
a (z−L

2
)
]

for z > L
2

[

e−
j0m

a (z+ L
2
) − e

j0m
a (z−L

2
)
]

for |z| ≤ L
2

[

e
j0m

a (z+ L
2
) − e

j0m
a (z−L

2
)
]

for z < −L
2

.

(5.21)

One can build up the transverse electromagnetic field components, Er and Bθ,

using Eqns. (5.11a) and (5.11c) with ρm and Jrm. However, calculations of the time

integrations for different integrands requires large computational resources. As men-

tioned in the previous section, we can reduce these tasks by using the relations from

the Maxwell’s equations (Eqn. (5.13)). For given charge and current densities, it is

easy to find at least one field coefficient, for example, Ezm, in this numerical example,

as well as those of charge and current densities. Then, we can use these coefficients

to derive other components.

Henceforth, the transverse space-charge electric field coefficients Erm and Bθm can

be found from Ezm and ρm using Eqns. (5.13c) and (5.13f), respectively, i.e.,

Er =
∑

m

a

j0m

(

1

ǫ0
ρm − ∂Ezm

∂z

)

J1

(

j0m
r

a

)

(5.22a)
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and

Bθ =
∑

m

a

j0m

(

µJzm +
1

c2
∂Ezm

∂t

)

J1

(

j0m
r

a

)

=
∑

m

a

j0m

1

c2
∂Ezm

∂t
J1

(

j0m
r

a

)

.

(5.22b)

Note that we have made use of the fact that Jzm = 0 since no longitudinal currents

exist when implementing Eqn. (5.22b). Using the relation,

∂

∂z
J0

(

j0m

a
λ±

)

Θ
(

λ2
±

)

=
∂λ±
∂z

∂

∂λ±

[

J0

(

j0m

a
λ±

)

Θ
(

λ2
±

)

]

=
z ± L/2

λ±

[

j0m

a
J1

(

j0m

a
λ±

)

Θ
(

λ2
±

)

− 2λ±J0

(

j0m

a
λ±

)

δ
(

λ2
±

)

]

,

(5.23)
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the radial electromagnetic space-charge field is derived as

Er =
8Q

πǫ0aL

∑

m

J1 (j0mr/a)

j3
0mJ

2
1 (j0m)

× a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

] [

Θ

(

z +
L

2

)

− Θ

(

z − L

2

)]

+
4Q

πǫ0aL

∑

m

∫ t

0

cdt′

a

J1 (j0mr/a)

j2
0mJ

2
1 (j0m)

×
{

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

+
a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

}

×
{

z + L/2

λ+

[

J1

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− 2a

j0m

λ+J0

(

j0m

a
λ+

)

δ
(

λ2
+

)

]

− z − L/2

λ−

[

J1

(

j0m

a
λ−

)

Θ
(

λ2
−

)

− 2a

j0m

λ−J0

(

j0m

a
λ−

)

δ
(

λ2
−

)

]

}

− 4Q

πǫ0aL

∑

m

J1 (j0mr/a)

j3
0mJ

2
1 (j0m)

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

×



















[

e−
j0m

a (z+ L
2
) − e−

j0m
a (z−L

2
)
]

for z > L
2

[

e−
j0m

a (z+ L
2
) + e

j0m
a (z−L

2
)
]

for |z| ≤ L
2

[

−e
j0m

a (z+ L
2
) + e

j0m
a (z−L

2
)
]

for z < −L
2

.

(5.24)

In the derivation of Bθ, there needs more delicate consideration since both in-

tegrands and the integration range in the time integration of Ezm depend on the

differential variable t. Let the integrands be f (t, t′), then the time integration can be

simply derived as

∂

∂t

∫ t

−∞

dt′f (t, t′) = f (t, t) +

∫ t

−∞

dt′
∂

∂t
f (t, t′) . (5.25)

In Eqn. (5.25), f(t, t) is always zero since λ2
± = c2 (t− t′)2 − (z ± L/2)2 are less than

or equal to zero at t′ = t, i.e., Θ
(

λ2
±

)

do not contribute to the calculation.
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And the time derivatives of the Bessel functions in the integrands are similar to

Eqn. (5.23) as

∂

∂t
J0

(

j0m

a
λ±

)

Θ
(

λ2
±

)

=
∂λ±
∂t

∂

∂λ±

[

J0

(

j0m

a
λ±

)

Θ
(

λ2
±

)

]

= − c2(t− t′)

λ±

[

j0m

a
J1

(

j0m

a
λ±

)

Θ
(

λ2
±

)

− 2λ±J0

(

j0m

a
λ±

)

δ
(

λ2
±

)

]

.

(5.26)

Therefore, using Eqns. (5.9b), (5.21), and (5.26)

Bθ =
4Q

πǫ0aL

∑

m

∫ t

0

cdt′

a

J1 (j0mr/a)

j2
0mJ

2
1 (j0m)

×
{

a2

r2
b

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

+
a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

}

×
{

c2(t− t′)

λ+

[

J1

(

j0m

a
λ+

)

Θ
(

λ2
+

)

− 2a

j0m

λ+J0

(

j0m

a
λ+

)

δ
(

λ2
+

)

]

− c2(t− t′)

λ−

[

J1

(

j0m

a
λ−

)

Θ
(

λ2
−

)

− 2a

j0m

λ−J0

(

j0m

a
λ−

)

δ
(

λ2
−

)

]

}

.

(5.27)

5.2.3 Numerical Requirements

As demonstrated in the previous chapter, the numerical requirements to analyze the

electromagnetic fields are studied. The number of radial eigenmodes needed for good

convergence scales inversely proportional to the radial size of the perturbation which

is being analyzed. Figure 5.2 shows shows normalized Er vs. r/a at time t = 0.25T ,

where T (= 2π/ω) is the characteristic beam oscillation period, i.e., the beam edge is

at r = r0 + δr = 0.5a for r0 = 0.25a and δr = 0.25a. In Figure 5.2, the normalized

radial electric field is plotted for m = 5 radial modes (red:solid), m = 10 modes
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Figure 5.2: Plots of the normalized radial electric field at z = 0

and t = 0.25T are plotted using 5 radial modes (red:solid), 10

modes (green:dashed), 50 modes (blue:dotted), and 100 modes

(pink:dashed-dotted) (rmn is the radial eigenmode number).
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(green:dashed), m = 50 modes (blue:dotted), and m = 100 modes (pink:dashed-

dotted).
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Figure 5.3: Plots of the percentage error of the normalized radial

electric field at z = 0 and time t = 0.

Figure 5.3 shows the percentage difference of the normalized radial electric field
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for different eigenmodes. The differences are calculated from m = 2000 modes. We

note that as we increase the eigenmode number Er is rapidly converged, such that

the difference between m = 100 and m = 500 modes is already negligible. It is

obvious that most discrepancies are occurred at r = 0.0, r = 0.25a = r0 and r =

0.5a = rb, since the eigenmode summations are conducted around these radii as seen

in Eqn. (5.24). In order to achieve higher accuracy, we use m = 1000 modes for the

following numerical examples.

In Eqns. (5.21), (5.24), and (5.27), numerical time integrations needs restrictions

for integration time step size, as previously discussed in Chapter 3. The time step

size must be small enough to resolve the radial oscillation of the beam, which is rep-

resented by the Green’s function found in the Eqns. (5.21), (5.24), and (5.27). In

Chapter 3 for computing the electromagnetic space-charge fields due to the longitudi-

nal motion of the beam, we found that the time step size is restricted by the relation

∆t′ << 0.01rb/c. In order to achieve highly accurate fields, the step size was 10−6 in

normalized units.

When we compare Eqn. (3.38) and (5.24), for example, the temporal part in the

time integration is very similar, although the beam radius in the present work also

depends on the integration variable t′. Hence, one can expect that the required

time step size has to be in the same criteria. However, the temporal part of the rf

photoinjector study is more complicated, i.e., it has the dependence of the longitudinal

beam trajectory, z′′(t), while there is no longitudinal motion in this model. Therefore,

the requirements of the time-step size for the integration is less restricted than those

in the previous work. Moreover, for the parameters in this example, the beam radius

is varying from 0.25a to 0.75a, so that a time step of ∆t′ = 0.0001a/c is enough to

get excellent numerical convergence.
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5.2.4 Space-Charge Fields with Transverse Current

As an example of the transverse current model, we show the plots of the normalized

radial electric field vs. r at the middle of the bunch, z = 0 and the normalized

longitudinal electric field vs. z/a at the axis, r = 0 and vs. r/a at z = 0.001 for

different times, which are related to the characteristic beam oscillation period, T (=

2π/ω). We choose times, t = 0, t = 0.25T , t = 0.5T , t = 0.75T , and t = T , in which

the beam is oscillating for one full period. The plot of normalized azimuthal magnetic

field is excluded, since it is zero at the bunch mid-plane, z = 0, as well as, at the axis,

r = 0, due to the symmetry. But it is non-zero at different r and z values.

In order to find the electromagnetic effects, the electrostatic space-charge fields

are also calculated and are plotted for the comparison. The electrostatic fields are

also found using the electrostatic Green’s function [34], and the detailed derivations

are shown in the previous section. The beam oscillation starts with the initial beam

radius, rb = 0.25a, the radial variation, δr = 0.25a, and the oscillating frequency is

ω = j01c/a, where a is the pipe radius of 0.0908 m. All field calculations are fulfilled

with the numerical requirements, i.e., m = 1000 modes and ∆t′ = 0.0001a/c.

Figure 5.4 shows plots of normalized Er vs. r for different times during one char-

acteristic beam oscillation period. The red-solid curve is the electrostatic field, while

the blue-dashed curve is the electromagnetic field. Figure 5.4 has plots of the nor-

malized radial electric field at z = 0.0 for times t = 0 (Figure 5.4(a)), t = 0.25T

(Figure 5.4(b)), t = 0.5T (Figure 5.4(c)), t = 0.75T (Figure 5.4(d)), and t = T

(Figure 5.4(e)). Since the beam is not oscillating for t ≤ 0, the two electric fields at

t = 0 are exactly same, i.e., fully electrostatic, as shown in Figure 5.4(a). At time

t = 0.5T , the beam has the maximum radius, rb = r0 + 2δr = 0.75a. We see that the

solution of the electrostatic field is underestimated by about 10 % compared to the

electromagnetic field in Figure 5.4(c). For t = T , however, one can see that the elec-
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Figure 5.4: Plots of the normalized radial electric field at z = 0 and

at time (a) t = 0, (b) t = 0.25T , (c) t = 0.5T , (d) t = 0.75T , and (e)

t = T computed electrostatically (red:solid) and electromagnetically

(blue:dashed).
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trostatic field is overestimated compared to the electromagnetic field. Since the beam

distribution is parabolic in the transverse direction, the peak is located at slightly less

than the beam edge. When we compare the two field solutions for times t = 0.25T

and t = 0.75T , where the beam radii for both cases are rb = r0 + δr = 0.5a, the

electrostatic field is underestimated or overestimated around the peak. However, the

peak electromagnetic field for t = 0.25T is less than the peak of the electrostatic field,

while the peak electromagnetic field for t = 0.75T is larger than the peak electro-

static field. This is because the beam is radially oscillating in the outward direction

for t = 0.25T , while it is moving inward for t = 0.75T . For t = T , one can see that

the electrostatic field is overestimated compared to the electromagnetic field.

Figure 5.5 shows plots of a normalized Ez vs. z at r = 0 (Figure 5.5(a)) and

r = 0.25a (Figure 5.5(b)) for the times t = 0, t = 0.25T , t = 0.5T , t = 0.75T ,

and t = T . From Figure 5.5, it is immediately apparent that Ez is maximum at

t = 0 and t = T . This is easily explained by the fact that as the bunch radius

increases, the beam charge density at r = 0 decreases leading to a smaller Ez. We

find that while the difference in Ez as found by electrostatic and electromagnetic

methods at r = 0 and at times t = 0 and t = T for these parameters is negligible,

the difference in Ez is approximately 20% at times t = 0.25T and t = 0.75T near the

longitudinal beam edges and increases to 40% at time t = 0.5T . When we compare

Figures 5.5(a) and 5.5(b) near the longitudinal beam edge, the electrostatic solutions

are underestimated on the beam center, r = 0, while those are overestimated as r

is increased. Therefore, the effects of the longitudinal electromagnetic space-charge

fields are important near the beam edge for the radially oscillating beam as described

in this example.
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Figure 5.5: Plots of the normalized longitudinal electric field at

(a) r = 0 and (b) r = 0.25a for times t = 0, t = 0.25T , t = 0.5T ,

t = 0.75T , and t = T computed electrostatically (red:solid) and

electromagnetically (blue:dashed).



Conclusions and Future Plans 104

Chapter 6

Conclusions and Future Plans

In this dissertation, we have presented electromagnetic space-charge models of elec-

tron beams in the presence of conducting boundaries in accelerators. We utilized

Green’s function methods to derive analytical solutions of the electromagnetic space-

charge potentials and fields in the pipe structures. We have developed a novel com-

putational code, called IRPSS, to compute these fields numerically. Specifically, we

calculated the space-charge fields in the RF photoinjector, and then simulated the

beam dynamics near the cathode. The numerical results were compared with those of

an electrostatic code. We found significant differences between electromagnetic and

electrostatic space-charge fields. In addition, we also extended our Green’s function

techniques by including transverse currents. We applied this method to investigate

the electromagnetic space-charge fields for a radially “breathing beam” oscillation.

At the end of this chapter, we will provide future plans to enhance the IRPSS code

for modeling the rf photoinjector and high-power microwave sources.
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6.1 Space-Charge Modeling of the RF Photoinjec-

tor

In Chapter 3, we have presented analytical solutions of the electromagnetic fields

inside of a pipe structure with the flat cathode at z = 0 using a compact Green’s

function method. These solutions include effects of image charges and currents due

to the cathode boundary and the necessary causality condition due to the finite speed

of light. The accuracy of this method is verified using a benchmark study.

As an example to model the rf photoinjector, we showed the exact solutions of the

electromagnetic space-charge fields within the cylindrical pipe. The code, IRPSS, has

an ability to calculate the space-charge fields in the rf photoinjector. We found the

necessary numerical requirements for eigenmode summations and time integrations

to achieve high accuracies, i.e., < 1 % errors. To model a finite-size bunched beam,

a multi-slice method was introduced.

In order to resolve the electromagnetic fields, the distribution function of the zero-

thickness beam was expanded in terms of transverse eigenfunctions. We estimated

the required eigenmode number for a given charge distribution. The minimum eigen-

mode number depends on the radial beam size of the system. For example, at least

2000 eigenmodes are needed to get accurate results for the BNL 2.856 GHz rf pho-

toinjector. The time integrations are conducted with the time evolution of the beam.

The numerical simulation showed that the time integration step, c∆t′/a, must be also

much less than a/c.

Since the real beam has a finite longitudinal bunch length, the multi-sliced bunch

model is introduced. Each slice with zero-thickness has an equal amount of charge,

but total charge is conserved. We found the required number of slices to express the

finite size beam. For a 9 ps bunch length withing the AWA gun, we modeled the



6.2 Application to the RF Photoinjector 106

longitudinally uniform beam with the multi-sliced beam, using 41 slices.

6.2 Application to the RF Photoinjector

The computational code, IRPSS, was developed to solve the electromagnetic space-

charge fields and to track the electron beam in the rf photoinjector. First, we exam-

ined how the electromagnetic space-charge fields differed from the electrostatic fields

near the cathode.

The electrostatic space-charge fields were calculated in two ways: (1) the dis-

cretized bunch method with multi-slices, which is similar to the electromagnetic field

calculations, and (2) the uniformly finite bunch with constant Jz. These two methods

agreed very well, and verified our electrostatic results. The comparisons between elec-

tromagnetic and electrostatic forces showed that there are significant discrepancies in

transverse space-charge force near the cathode, and the differences were decreased as

the beam was moving away from the cathode.

In addition, we studied the effect of time-retardation in the rf photoinjector during

the emission of the electron beam. This study was done by measuring the beamloss

both numerically with electromagnetic and electrostatic space-charge field solvers

and experimentally in the ANL AWA 1.3 GHz rf photoinjector. Discrepancies were

found between two critical space-charge fields, especially, for beams with longer bunch

length.

6.3 Transverse Current Modeling

Chapter 5 extended the previous Green’s function technique including the effects of

the transverse beam currents. We assumed that the beam is cylindrically symmetric

and the geometry of the conducting cavity system is also cylindrically symmetric.
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With the help of these symmetries, we expanded the beam charge and current densi-

ties, and the electromagnetic space-charge fields in terms of series of Bessel functions.

These formed a set of differential equations from Maxwell’s equations, and we found

the solutions using the time-dependent Green’s function methods. The Green’s func-

tions automatically satisfied the boundary conditions.

Using this formalism, we derived the analytical solutions of the electromagnetic

space-charge fields in the presence of azimuthal beam currents or radial and longitu-

dinal beam currents. As a numerical example, we computed the space-charge fields

for a radially “breathing” bunched beam, which can be realizable in a klystron drift

tube. When we compared the electromagnetic fields with those of the electrostatic

method, the differences between these two fields were non-negligible. The main dif-

ferences of the longitudinal space-charge fields occurred near the beam edge up to

20%. Moreover, the differences in the transverse space-charge fields were varying as

the beam is radially moving inward or outward. These numerical comparisons tells us

that our space-charge formalism may play an important role in modeling space-charge

dominated beams in high-power microwave sources, such as a klystron.

6.4 Future Plans

In the modeling of rf photoinjectors, we simplified the geometry of the system only

with the conducting cavity and the flat cathode. We are planning to extend the

IRPSS code by including the effects of iris(es) or discontinuities of the cavity. These

effects can be applied by various approaches, however, we are currently focused on the

method developed by H. Bethe. This method includes the effects of the hole between

two consecutive cavities using the perturbative approximations of field expansions.

To the lowest order, the hole effects are assumed to be equivalent to oscillating electric

and magnetic multipole moments. The superposition of the field expansion, which
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is computed without iris(es), and the multipole moments will represent the total

electromagnetic space-charge fields.

The space-charge field calculations with the IRPSS code in the current stage are

less self-consistent since we used the prescribed beam trajectory, which is calculated

in the presence of the external rf field. This assumption is valid when we examine the

beam dynamics near the cathode. However, the beam distribution will be changed

as the beam passes through the gun. We will improve the code to self-consistently

calculate the trajectories due to both the external fields and the space-charge fields.

We are also planning to study how the beam dynamics can be affected due to the

electromagnetic space-charge fields in the designs of magnetic focusing schemes for

photoinjector guns, such as emittance compensation methods. This study will inves-

tigate how the fields, such as rf, solenoid, and space-charge fields, are coupled. More

improved experimental measurements will be performed to see the time-retardation

effects in the rf photoinjector.

In addition, we are developing space-charge field solvers, which can include arbi-

trary beam currents, for example, azimuthally varying currents. Moreover, we are

also developing the analytical techniques for including more complicated conduct-

ing geometries, such as coaxial structures, and for various beam charge and current

distributions, such as annular beams.
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Appendix A

Electromagnetic Space-Charge

Fields

In this chapter, we will derive the electromagnetic space-charge potentials and fields

using Green’s function methods for the circularly symmetric pipe with the flat cath-

ode. We assume that the beam has only longitudinal currents. Then, the charge and

current densities of the zero-thickness beam are given by

ρ (r, t) =
2Q

πr2
b

(

1 − r2

r2
b

)

Θ (rb − r) δ [z − z′′(t)] , (A.1a)

and

Jz (r, t) =
2Q

πr2
b

(

1 − r2

r2
b

)

Θ (rb − r) δ [z − z′′(t)]
dz′′(t)

dt
, (A.1b)

where Q is the bunch charge, rb is the beam radius, and z′′(t) is the slice location at

time t. We normalize the variables by the pipe radius, a, and the speed of light, c,

such as, r̂ = r/a, ẑ = z/a, and τ = ct/a. All normalized quantities are dimensionless.
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A.1 Scalar and Vector Potentials

The scalar and vector potentials can be obtained by the Green’s function methods:

φ (r, t) =
1

ǫ0

∫ t

−∞

∫

Gφ (r, t; r′, t′) ρ (r′, t′) d3r′dt′, (A.2a)

and

Az (r, t) = µ0

∫ t

−∞

∫

GA (r, t; r′, t′)Jz (r′, t′) d3r′dt′, (A.2b)

where

Gφ =
c

2

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥)

[

J0

(

jmn
λ0−

a

)

Θ
(

λ2
0−

)

− J0

(

jmn
λ0+

a

)

Θ
(

λ2
0+

)

]

,

(A.3a)

GA =
c

2

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥)

[

J0

(

jmn
λ0−

a

)

Θ
(

λ2
0−

)

+ J0

(

jmn
λ0+

a

)

Θ
(

λ2
0+

)

]

,

(A.3b)

ψmn (r⊥) =
1

a
√
π

Jm (jmnr/a) e
imθ

|Jm+1 (jmn)| , (A.3c)

and

λ2
0± = c2 (t− t′) − (z ± z′)

2
. (A.3d)

With the simple algebraic calculation, the scalar and vector potentials are given by

φ(r, z, t) =
4cQ

πǫ0r2
b

∞
∑

n=0

J0

(

j0n
r
a

)

j2
0n|J1(j0n)|2

[

2

j0nrb/a
J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
∫ t

−∞

dt′
[

J0

(

j0n
λ−
a

)

Θ(λ2
−) − J0

(

j0n
λ+

a

)

Θ(λ2
+)

]

=
4Q

πǫ0r̂2
ba

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) − J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

,

(A.4a)
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and

Az(r, z, t) =
4cQµ0

πr2
b

∞
∑

n=0

J0

(

j0n
r
a

)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
∫ t

−∞

dt′
[

J0

(

j0n
λ−
a

)

Θ(λ2
−) + J0

(

j0n
λ+

a

)

Θ(λ2
+)

] [

dz′′ (t)

dt

]

t=t′

=
4cQµ0

πr̂2
ba

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) + J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

[

dẑ′′ (τ)

dτ

]

τ=τ ′

,

(A.4b)

where λ2
± and λ̂2

± are given by

λ2
± = c2 (t− t′)

2 − [z ± z′′(t′)]
2
, (A.5a)

and

λ̂2
± = (τ − τ ′)

2 − [ẑ ± ẑ′′(τ ′)]
2
. (A.5b)

The electromagnetic fields can be obtained from these potentials.






~E = −~∇φ− ∂ ~A
∂t
,

~B = ~∇× ~A.
(A.6)

A.2 Transverse Electric and Magnetic Fields

Using Eqns. (A.4) and (A.6), it is easy to derive the transverse electric and magnetic

fields, and they are given by

Er(r, z, t) = −∂φ
∂r

=
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) − J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

,

(A.7a)
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and

Bθ(r, z, t) = −∂Az

∂r

=
4cQµ0

πr̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b

J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′
[

J0

(

j0nλ̂−

)

Θ(λ̂2
−) + J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

[

dẑ′′ (τ)

dτ

]

τ=τ ′

(A.7b)

Using the relation, c2 = (µ0ǫ0)
−1,

cBθ(r, z, t) =
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J1 (j0nr̂)

j0n|J1(j0n)|2
[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
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(
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Θ(λ̂2
−) + J0

(

j0nλ̂+

)

Θ(λ̂2
+)
]

[

dẑ′′ (τ)

dτ

]

τ=τ ′

.

(A.8)

A.3 Longitudinal Electric Field

A.3.1 Derivation of Ez

The longitudinal electric field is evaluated from

Ez = −∂φ
∂z

− ∂Az

∂t
. (A.9)

And we will derive each term separately.

I −∂φ
∂z

Since the time integration variable t′ is independent of z, it is easy to take a partial

derivative of φ with respect to z, i.e.,

−∂φ
∂z

= − 4cQ

πǫ0r2
b

∞
∑

n=0

J0

(

j0n
r
a

)

j2
0n|J1(j0n)|2

[

2

j0nrb/a
J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
∫ t

−∞

dt′
∂

∂z

[

J0

(

j0n
λ−
a

)

Θ(λ2
−) − J0

(

j0n
λ+

a

)

Θ(λ2
+)

]

.

(A.10)
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Using the chain rule and the relation, dJ0/dx = −J1(x),

∂

∂z

[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

]

=
∂λ±
∂z

∂
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[

J0

(

j0n
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)

Θ(λ2
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]

=
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[

−j0n

a
J1

(

j0n
λ±
a

)

Θ(λ2
±)

+J0

(

j0n
λ±
a

)

δ(λ2
±)2λ±

]

,

(A.11)

where

∂λ±
∂z

=
∂

∂z

{

c2 (t− t′)
2 − [z ± z′′(t′)]

2
}1/2

= − 2 [z ± z′′(t′)]

2
{

c2 (t− t′)2 − [z ± z′′(t′)]2
}1/2

= − [z ± z′′(t′)]

λ±
.

(A.12)

Therefore,

−∂φ
∂z
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(
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λ−
a

)

δ(λ2
−)

]

− [z + z′′(t′)]

[

− j0n

aλ+
J1

(

j0n
λ+

a

)

Θ(λ2
+) + 2J0

(

j0n
λ+

a

)

δ(λ2
+)

]

}

=
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′

{

[ẑ − ẑ′′(τ ′)]

[

−j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) + 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

− [ẑ + ẑ′′(τ ′)]

[

−j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) + 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

.

(A.13)
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II −∂Az

∂t

For this calculation, one needs to be careful since both the range of integration and

integrands depend on the variable t.

−∂Az

∂t
= −4cQµ0

πr2
b

∞
∑

n=0

J0

(

j0n
r
a

)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

× ∂

∂t

∫ t

−∞

dt′
[

J0

(

j0n
λ−
a

)

Θ(λ2
−) + J0

(

j0n
λ+

a

)

Θ(λ2
+)

] [

dz′′ (t)

dt

]

t=t′
.

(A.14)

It is helpful to use the relation,

∂

∂t

∫ t

−∞

dt′f (t, t′) = f (t, t) +

∫ t

−∞

dt′
∂

∂t
f (t, t′) . (A.15)

Hence,

∂

∂t

∫ t

−∞

dt′
[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

] [

dz′′ (t)

dt

]

t=t′

=

[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

[

dz′′ (t)

dt

]

t=t′

]

t′=t

+

∫ t

−∞

dt′
∂

∂t

[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

] [

dz′′ (t)

dt

]

t=t′

=

∫ t

−∞

dt′
∂

∂t

[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

] [

dz′′ (t)

dt

]

t=t′
,

(A.16)

Using the chain rule and the property of the Bessel function,

∂

∂t

[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

]

=
∂λ±
∂t

∂

∂λ±

[

J0

(

j0n
λ±
a

)

Θ(λ2
±)

]

=
∂λ±
∂t

[

−j0n

a
J1

(

j0n
λ±
a

)

Θ(λ2
±) + J0

(

j0n
λ±
a

)

δ(λ2
±)2λ±

]

,

(A.17)

where

∂λ±
∂t

=
∂

∂t

{

c2 (t− t′)
2 − [z ± z′′(t′)]

2
}1/2

=
2c2 (t− t′)

2
{

c2 (t− t′)2 − [z ± z′′(t′)]2
}1/2

=
c2 (t− t′)

λ±
.

(A.18)
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Therefore,

−∂Az

∂t
= −4cQµ0

πr2
b

∞
∑

n=0

J0

(

j0n
r
a

)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
∫ t

−∞

dt′c2(t− t′)

{

[

j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) + 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

+

[

j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) + 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

[

dz′′ (t)

dt

]

t=t′

=
4c2Qµ0

πr̂2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′ (τ − τ ′)

{

[

j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) − 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

+

[

j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) − 2a2J0

(

j0nλ̂+

)

δ(λ̂2
−)

]

}

[

dẑ′′ (τ)

dτ

]

τ=τ ′

.

(A.19)
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A.3.2 Analytic form of Ez

Finally, using Eqns. (A.13) and (A.19), the longitudinal electric field is given by

Ez(r, z, t) =
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′

{

[ẑ − ẑ′′(τ ′)]

[

−j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) + 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

− [ẑ + ẑ′′(τ ′)]

[

−j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) + 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

+
4c2Qµ0

πr̂2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′ (τ − τ ′)

{

[

j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) − 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

+

[

j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) − 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

[

dẑ′′ (τ)

dτ

]

τ=τ ′

=
4Q

πǫ0r̂2
ba

2

∞
∑

n=0

J0 (j0nr̂)

j2
0n|J1(j0n)|2

[

2

j0nr̂b
J1 (j0nr̂b) − J0 (j0nr̂b)

]

×
∫ τ

−∞

dτ ′

{

{

[ẑ − ẑ′′(τ ′)] − (τ − τ ′)

[

dẑ′′ (τ)

dτ

]

τ=τ ′

}

×
[

−j0n

λ̂−
J1

(

j0nλ̂−

)

Θ(λ̂2
−) + 2a2J0

(

j0nλ̂−

)

δ(λ̂2
−)

]

−
{

[ẑ + ẑ′′(τ ′)] + (τ − τ ′)

[

dẑ′′ (τ)

dτ

]

τ=τ ′

}

×
[

−j0n

λ̂+

J1

(

j0nλ̂+

)

Θ(λ̂2
+) + 2a2J0

(

j0nλ̂+

)

δ(λ̂2
+)

]

}

.

(A.20)
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Appendix B

Electrostatic Space-Charge Fields

B.1 Electrostatic Space-Charge Fields with Delta-

Function Source

Using the Green’s function, the electrostatic space-charge potential of the real charge

disk in the beam rest frame can be calculated as (See p143 in Jackson):

φ(r, z) =
1

ǫ0

∫

d3r′Gφ (r; r′) ρ (r′) , (B.1)

where

Gφ (r; r′) =
1

2

∑

mn

ψmn (r⊥)ψ∗
mn (r′⊥)

k⊥mn

exp

[

−j0n

a
|z − z′|

]

, (B.2a)

ψmn (r⊥) =
1

a
√
π

Jm (jmnr/a) e
imθ

|Jm+1 (jmn)| , (B.2b)

and

ρ (r) =
2Q

πr2
b

θ (rb − r)

(

1 − r2

r2
b

)

δ (z − z0) . (B.2c)

As seen in ρ (r), a disk beam is located at z = z0, and the beam motion is stationary.

Since the image disk is located at z = −z0, the scalar potential is given by the
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superposition of potentials of real and image disks:

φ(r, t) =
4Qa

πǫ0r
2
b

∑

n

J0 (j0nr/a)

j3
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
{

exp

[

−j0n

a
|z − z0|

]

− exp

[

−j0n

a
|z + z0|

]}

.

(B.3)

Since the beam is at rest in this frame, the vector potential Az is zero.

The scalar and vector potentials in the laboratory frame can be calculated with

the Lorentz transformations, as

φ′ = γ (φ+ cβ ·A) , (B.4a)

A′
z = γ

(

Az +
β

c
φ

)

, (B.4b)

where unprimed potentials are in the rest frame, and primed potentials are in the lab

frame. From these potentials, the electrostatic space-charge fields in the accelerating

frame can be derived, i.e.,

E ′
r = γEr = −γ ∂φ

∂r

=
4Qγ

πǫ0r
2
b

∑

n

J1 (j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
{

exp

[

−j0n

a
γ |z − z0|

]

− exp

[

−j0n

a
γ |z + z0|

]}

.

(B.5a)

and

B′
θ =

βγ

c
Er =

β

c
Er

=
1

c
[βrealEr,real + βimageEr,image]

=
4cQµ0βγ

πr2
b

∑

n

J1 (j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×
{

exp

[

−j0n

a
γ |z − z0|

]

+ exp

[

−j0n

a
γ |z + z0|

]}

.

(B.5b)

The γ factor in front of z is for the Lorentz transformation of z-direction. In the

B′
θ calculation, the image disk is moving in the opposite direction, hence, its β has
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the opposite sign. We assumed that the beam is moving only in the z-direction, i.e.,

∂β/∂r⊥ = 0. Hence, ∂γ/∂r = 0, but ∂γ/∂z 6= 0. The Lorentz transformation of the

fields (See p558 in Jackson) are

E′ = γ (E + β × B) − γ2

γ + 1
β (β · E) , (B.6a)

and

B′ = γ (B − β × E) − γ2

γ + 1
β (β · B) . (B.6b)

Therefore,

E ′
r = γ (Er − cβBθ) , (B.7a)

B′
θ = γ

(

Bθ −
β

c
Er

)

, (B.7b)

and

E ′
z = Ez, (B.7c)

and Ez is not changed during the transformation:

E ′
z =

4Q

πǫ0r
2
b

∑

n

J0 (j0nr/a)

j2
0n|J1(j0n)|2

[

2

j0n
rb

a

J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

×







{

exp
[

− j0n

a
γ |z − z0|

]

− exp
[

− j0n

a
γ |z + z0|

]}

for z ≥ 0
{

− exp
[

− j0n

a
γ |z0 − z|

]

− exp
[

− j0n

a
γ |z + z0|

]}

for z < 0
.

(B.8)

B.2 Electrostatic Fields with a Constant Jz

In this section, we assume that the bunch has a finite size, i.e., it is not broken up

into a number of slices, and the current density is constant through the bunch. This

is helpful for forming an analytical electrostatic result. Then, the charge density is

given by

ρ (r) =
Q

πr2
b

1√
z2 − z1

(

1 − r2

r2
b

)

Θ (rb − r)
[

Θ(z − z1) − Θ (z − z2)
]

, (B.9)
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where Q is the total bunch charge, rb is the beam radius, and z1 and z2 are the

locations of the tail and head of the bunch at a specific time, respectively. Using

Eqns. (B.1), (B.2), and (B.9), the scalar potential is computed as

φ (r) =
Q

πǫ0ar
2
b

1√
zb

∑

n

J0 (j0nr/a)

j0nJ
2
1 (j0n)

×
∫ zb

0

dz′
1√
z′

exp

[

−j0n

a
|z − z′|

]
∫ rb

0

dr′r′
(

1 − r′2

r2
b

)

J0

(

j0n
r′

a

)

=
2aQ

πǫ0r2
b

∑

n

√

π

j0nzb/a

J0 (j0nr/a)

j3
0nJ

2
1 (j0n)

[

2

j0nrb/a
J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

e−
j0n
a

z

×



















Erfi

(

√

j0n

a
zb

)

{

Erfi

(

√

j0n

a
z

)

+ e2
j0n
a

z

[

Erf

(

√

j0n

a
z

)

− Erf

(

√

j0n

a
zb

)]

}

,

(B.10)

for z1 = 0 and z2 = zb. In Eqn. (B.10), a is the cavity radius, Erf(z) is the error

function, and Erfi(z) are the imaginary error function. The error functions are defined

by

Erf(z) =
2√
π

∫ z

0

dte−t2 , (B.11a)

and

Erfi(z) = −iErf(iz), (B.11b)

where i =
√
−1.

In order to include the image charge effect due to the cathode, the potential with

the additional bunch with the opposite charge in the negative z-direction will be

added such that,

φtotal = φreal + φimage. (B.12)

Since the longitudinal electrostatic space-charge field is invariant during the Lorentz
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transformation, E ′
z = Ez,rest = −∂φ/∂z in the laboratory frame and is given by

E ′
z =

2Q

πǫ0r2
b

∑

n

√

π

j0nzb/a

J0 (j0nr/a)

j2
0nJ

2
1 (j0n)

[

2

j0nrb/a
J1

(

j0n
rb

a

)

− J0

(

j0n
rb

a

)

]

e−
j0n
a

z

×































































































{

[

Erfi

(

√

j0n

a
z2

)

− Erfi

(

√

j0n

a
z1

)]

−
[

Erf

(

√

j0n

a
z2

)

− Erf

(

√

j0n

a
z1

)]

}

for z > z2
{

[

Erfi

(

√

j0n

a
z

)

− Erfi

(

√

j0n

a
z1

)]

−
[

Erf

(

√

j0n

a
z2

)

− Erf

(

√

j0n

a
z1

)]

− exp
(

2 j0n

a
z
)

[

Erf

(

√

j0n

a
z2

)

− Erf

(

√

j0n

a
z

)]

}

for z1 < z < z2

[

−1 − exp
(

2 j0n

a
z
)]

[

Erf

(

√

j0n

a
z2

)

− Erf

(

√

j0n

a
z1

)]

for z < z1

.

(B.13)

B.3 Electrostatic Spacecharge Fields with the fi-

nite size bunch length

In this section, the bunch has a finite length in the longitudinal direction as

ρm(z, t) =
8Q

πa2L

a2

r2
b

1

j2
0mJ

2
1 (j0m)

[

2

j0mrb/a
J1

(

j0m
rb

a

)

− J0

(

j0m
rb

a

)

]

×
[

Θ

(

z +
L

2

)

− Θ

(

z − L

2

)]

.

(B.14)

Then, the electrostatic potential is given by:

φ =
4aQ

πǫ0r0L

∑

m

J0 (j0mr/a)

j3
0mJ

2
1 (j0m)

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

×



















[

−e−
j0m

a (z+ L
2
) + e−

j0m
a (z−L

2
)
]

for z > L
2

[

2 − e−
j0m

a (z+ L
2
) − e

j0m
a (z−L

2
)
]

for |z| ≤ L
2

[

e
j0m

a (z+ L
2
) − e

j0m
a (z−L

2
)
]

for z < −L
2

.

(B.15)
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From the electrostatic potential,

Ez = −∂φ
∂z

= − Q

πǫ0aL

∑

m

a

r0

J0 (j0mr/a)

j2
0mJ

2
1 (j0m)

a2

r2
0

[

2

j0mr0/a
J1

(

j0m
r0
a

)

− J0

(

j0m
r0
a

)

]

×



















[

e−
j0m

a (z+ L
2
) − e−

j0m
a (z−L

2
)
]

for z > L
2

[

e−
j0m

a (z+ L
2
) − e

j0m
a (z−L

2
)
]

for |z| ≤ L
2

[

e
j0m

a (z+ L
2
) − e

j0m
a (z−L

2
)
]

for z < −L
2

.

(B.16)
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